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Abstract

Clinical information in electronic health records (EHRs) is mostly unstructured. With the ever-increasing amount of information in patients' EHRs, manual extraction of clinical information for data reuse can be tedious and time-consuming without dedicated tools. In this paper, we present SmartCRF, a prototype to visualize, search and ease the extraction and structuration of information from EHRs stored in an i2b2 data warehouse.
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Introduction

A significant part of data daily produced in Electronic Health Records (EHRs) is either in an unstructured (free text) or semi-structured (forms) format [1]. Bordeaux University Hospital is no exception to this observation. Information extraction (IE) for secondary use of medical data consists in transforming heterogeneous data in an EHR to a structured format of a case report form (CRF). A CRF is a specialized document used in clinical research to collect standardized information about a patient for further statistical analysis [2]. So far, researchers needed to transcribe the data from an EHR to a CRF manually. With the ever-increasing amount of information in patients' EHRs, this task has become tedious and both time and cost-consuming [3]. RAVEL [4], a previous research project carried on in Bordeaux has shown the importance of search engine and data visualization tools to retrieve information in EHRs.

The objective was to develop an interface to speed-up information extraction (IE) task for researchers.

Methods

Bordeaux University Hospital deployed an i2b2 [5] data warehouse for secondary use of medical data. Multiple data sources were integrated such as claims data, lab tests, drug prescription and dispensing, discharges summaries and radiology reports. On the top of i2b2, we've developed two tools for patient centered information retrieval and exploration:

- **i2b2 webclient timeline plugin**: This plugin was developed using D3.js library. The plugin interacts with the i2b2 data warehouse to retrieve data. A simple free text search engine was added in order to find relevant observations.

- **Standalone prototype for data exploration and CRF data capture**: Unstructured data of an electronic health record is first normalized, tokenized and lemmatized with Stanford NLP tools and TreeTagger [6] for French language. Then, noun phrases are extracted with linguistic methods and regular expression [7]. These extracted terms are then indexed in ElasticSearch™ for autocompletion and information retrieval. A web interface was developed with the Shiny package [8] of the R programming language to visualize information in an EHR.

Results

**i2b2 webclient timeline plugin**

Figure 1 Search in the i2b2 timeline plugin

Figure 1 is a screenshot of the i2b2 timeline plugin. Selected observations were filtered using the search engine with the term “eros”. The timeline shows a preview of the records that matched the query. Detail can be obtained by clicking on the preview panel. The term searched is highlighted. The timeline can also manage numerical values. The plugin is available under a GPL-3.0 license\(^1\).

**Standalone prototype for data exploration and CRF data capture**

An EHR overview is displayed with a timeline (figure 2). The user can zoom in and zoom out the timeline. Each element on the timeline is clickable to show its content. Every element of a same data source has the same background color and different elements within a data source have different colors icons. For example, each ICD-10 category has a specific icon to represent the disease, disorder or symptom.

\(^1\) [https://github.com/vianneyJouhet/TimelineD3](https://github.com/vianneyJouhet/TimelineD3)
The search engine suggests several noun phrases when a user starts typing (figure 3). Autocomplete finds terms present in the EHR and speeds up human-computer interactions.

A wordcloud of symptoms / diseases is displayed by default (figure 4). Each term weight corresponds to its Term Frequency-Inverse Document Frequency (TF-IDF) value. A click on a term triggers a search query in the search box. Special focuses on structured data are available: a sunburst displays all ICD-10 (International Classification of Diseases, 10th revision) codes and a scatterplot shows numerical values of selected lab tests. Each sub-element of interest, like a lab test result or an ICD-10 code can be added to the timeline. The idea is to have an adaptive interface where user could decide what he wants to display for a specific IE task. For example, if the user must enquire about a past history of anemia for a set of patients he can choose that hemoglobin test and ICD-10 codes of anemia must appear on the timeline by default and the wordcloud must show terms found in unstructured data related to this disease.

To extract information, an annotation module lets the user select a textual content or a code and stores it in a database. The prototype is open-source and can be tested online. The prototype was tested by medical users that provided valuable feedback to improve the interface and human-computer interactions. A software version based on this prototype is currently developed to be fully integrated in our i2b2 data warehouse and to evaluate its performance in terms of usability and precision/recall for data extraction tasks.
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