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Abstract 

This paper examines the effects of restrictions in logistics, transportation, distribution, finance and 
other business sectors on food trade. We use a gravity model with panel data from 2014 to 2018 across 
36 OECD countries, OECD indices of individual country restrictions and regulatory differences by 
country pair to capture the level of restrictions in these sectors. The paper concludes that importing 
and exporting country restrictions in logistics, finance and other business sectors have significant 
negative effects on food exports between OECD countries. Restrictions in the distribution sector have 
significant positive effects on exports. The sectors most affected are food, live animals and perishable 
products (milk, eggs and meat). Regulatory disparity in the logistics sector is a barrier to trade, but 
disparity in the transport sector has positive and significant effects on food exports. This negative 
impact disappears when the exporting country is closed to service providers. The deregulation or 
harmonization of these measures would be highly beneficial to food trade. 
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I. Introduction

Since the GATT agreements in 1948 (Gen-
eral Agreement on Tariffs and Trade), tariffs
have decreased significantly in world trade.
For decades, high tariffs were the main ob-
stacle to trade. However, under many imple-
mented trade agreements (multilateral, bilat-
eral and regional), tariffs have fallen to low
levels (the simple average world tariff rate de-
clined from 10.13% in 2000 to less than 7% in
2015, see figure 1).1 At the same time, we have
observed a huge increase in Non-Tariff Barri-
ers (NTBs), particularly production standards,
which represent the main obstacle to global
economic growth (Kee et al., 2009; IMF, 2017).
Indeed, market access that depended on tra-
ditional trade policies (tariffs and quotas) is
now subject to compliance with regulatory

measures (UNCTAD, 2013).
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Figure 1: Tariff rate, applied, simple mean,
all products (%)

Non-Tariff measures include a diverse array of measures from trade policy instruments
(quotas, subsidies, export restrictions) to non-trade policy instruments, for example technical
measures (SPS and TBT.)2 These latter measures, considered as rules that establish production
characteristics and procedures, aim at optimizing the reliability of products and ensuring food
safety, animal and plant health, and environmental protection. Although they are important to
address legitimate market failures, these measures have restrictive effects on international trade
in food products (UNCTAD, 2013). These technical, health and quality regulations generate
high compliance costs (product adaptation costs, costs related to equipment, technology and
necessary skills). Therefore, the existence of fixed costs may influence the decision to export
(WTO, 2005; Riker, 2015).

Services are also affected by national regulations and trade in services is more impacted by
these restrictions than trade in goods (Kox and Nordås, 2007). For commodities, production
and quality requirements only apply to goods. For services, they encompass the supplier,
its foreign personnel and equipment. For some authors, the level or stringency of service
restrictions is not an obstacle, but regulatory heterogeneity between countries appears to be
restrictive (Kox and Nordås, 2007). However, it is not the level of regulation that discourages
foreign suppliers, but rather the difference in regulations between origin and destination
markets. Thus, additional compliance costs to establish a firm in a foreign country would
be minimal if standards and qualifications were recognized in the home country. Service
restrictions not only prevent foreign providers from accessing domestic service markets,
but may also deter them from making new investments once they are established in the
market; this is the so-called regulation behind borders (maintenance costs or operational
restrictions.3)

1Data provided by the World Bank through the World Integrated Trade Solution database.
2Sanitary and Phytosanitary Measures and Technical Barriers to Trade.
3Maintenance costs include costs related to the tax burden, the social security system, limiting the variety of
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The food, manufacturing, and services sec-
tors in OECD countries have registered sig-
nificant export growth since 2015 (see figure
2) and the services sector is a key factor in
the production and distribution of agricul-
tural and manufactured goods. Table 2 de-
scribes the average intermediate consumption
by industry for OECD countries in 2015. It
shows that consumption by the food, bever-
ages, and tobacco industry in services is larger
than manufacturing and agriculture inputs ex-
cluding the service sector. Average consump-
tion is around 37% for services, followed by
34% for industrial goods and 30% for agricul-
ture, forestry and fishing goods. The food,
beverages and tobacco sector has services as a
significant input among industrial sub-sectors.
As shown in table 3, in 2015, the food industry
in OECD countries consumed more than half

of all intermediate consumption in distribu-
tion services, 12% in transport and logistics,
and nearly 20% in financial, insurance and
other business sectors.
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Figure 2: OECD countries’ annual export
growth from 2005 to 2017

The food sector requires a lot of transport
and logistics services to carry out efficient and
cost-effective import or export operations: the
so-called "transit time". It provides vital dis-
tribution for production, as well as essential
personal mobility, connecting companies to
global markets. The quality of food products
will depend on the mode and regulation of
transport, as well as the efficiency of logis-
tics, especially for perishable products. These
sectors have a significant impact on the food
supply chain. Maritime and road transport

are the most important modes of transport for
the food industry (see table 1).

Transport Tonne kilometers %
mode (tkm)

Air 15.00 million tkm 0.16
Rail 930.00 million tkm 9.9
Road 2.91 billion tkm 30.97
Water 5.54 billion tkm 58.97
Source: Poore, J and Nemecek, T. (2018)

Table 1: Food miles by transport method
in 2010

As the basic link between producer and consumer, the distribution sector is vital to the
functioning of a market economy. Optimal regulation of this highly competitive sector has
positive effects on consumer welfare through a wide choice of food products and associated
services at attractive prices. Financial and insurance services facilitate transactions and provide
access to financing for investments and for food export and import activities. These sectors
address the risks of food trade activities. Indeed, food trade is risky, as importers may not
pay after receiving the goods and exporters may not deliver if they pay in advance. To reduce
the risks inherent to international trade, banks offer trade-specific finance products, the most
common of which are letters of credit (LC) and documentary collections (Amiti and Weinstein,
2011;4 Paravisini et al., 20145)

services, imposing fixed prices for certain services.
4They showed that, in Japan, firms linked to under-performing banks reduced their exports.
5They found that a reduction in credit supply to firms led to a decline in exports in Peru.
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Using monthly US import data, Chor and
Manova (2012) find that countries with higher
interbank rates and stricter credit conditions
exported less to the United States during the
crisis. These effects were particularly pro-
nounced in sectors that require significant
external financing. Moreover, Bricongne et al
(2010) find that French firms’ exports in the
sectors most dependent on external financing
were more affected by the recent global crisis.
The global financial crisis is an example of a
strong impact of credit on trade (see figure 3). 2004 2006 2008 2010 2012 2014 2016 2018
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Figure 3: US import, export and credit
volume from 2005 to 2017

Legal and accounting services are part of the institutional framework required to support
a healthy market economy (OECD, 2008). Accounting has emerged as a standardized service.
It enables the management of the food industry through tracking revenues and expenses,
ensuring compliance with legislation and providing investors with information on the financial
situation, which can be used to make business decisions. Restrictions in this sector lead to
high transaction costs.

This paper examines the effects of service restrictions on food trade between OECD countries
from 2014 to 2018 and discusses how to mitigate these restrictive impacts. Some studies have
focused on the effects of the liberalization of services on economic growth (e.g. Francois and
Schuknecht, 2000; Mattoo, Rathindran and Subramanian, 2001). Authors such as Doove et
al. (2001) have examined the impacts of regulatory policies in services on the service sector
performance (productivity, prices, and quality of services). Other authors have investigated
the effects of services regulation on trade in services (Nordås and Rouzet 2016; Borchert, I et
al., 2012; Van der Marel and Shepherd, 2013) and on the performance of manufacturing firms
(Arnold et al., 2011; Duggan et al., 2013). Few studies have highlighted the effects of service
restrictions on food trade.

Our study contributes to the literature on the impacts of non-tariff barriers on international
trade in three ways.
First, we use a gravity model to assess the effects of service restrictions on food trade.
The indices used are the Services Trade Restrictiveness Index (STRI) and the Regulatory
Heterogeneity Index of the OECD. The first captures the level of restrictions in the 22 service
sectors in 44 countries and the second reflects the disparity in regulatory policy in these sectors
between country pairs, ranging from 0 (less restrictive) to 1 (closed to service providers). This
index is more recent (from 2014 to 2019) and sector-specific than the World Bank’s Services
Trade Restrictions Database which includes 5 service sectors in 103 countries from 2014 to
2016.
The second contribution is the choice of our indices. As shown in table 3 and figure 4 show,
we use restrictiveness indices in 4 service sectors (transport, logistics, distribution, finance and
other business sectors) considered as crucial inputs in the food industry, and the restrictions
are still significant.
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The last contribution is the structure of our independent variable. We use pooled bilateral
trade in food products between OECD countries. The food industry data are sectoral and
group together all sub-sectors of the industry through the Standard International Trade
Classification (SITC). This method provides a large enough sample, for which the assumption
of homogeneous effects across products for restrictiveness index would not be too great
(Niven, W et al., 2012).

Our paper suggests that importing and exporting restrictions in the logistics, financial and
other business sectors have negative and significant effects on food exports between OECD
countries. Moreover, restrictions on the distribution sector have positive and significant effects
on exports. Restrictions in both importing and exporting countries are a barrier to trade
in food products. The most strongly affected sectors are food, live animals and perishable
products (milk, eggs and meat). Restrictions in logistics customs brokerage, cargo-handling,
freight forwarding, banking, accounting, and road and sea transport, constitute an obstacle
to trade in food products. Regulatory disparity in the logistics sector is an obstacle to trade
but the disparity in the transport sector has positive and significant effects on food exports.
However, the overall disparity in services has a significant negative impact on food trade. This
impact disappears when the exporting country is closed to service providers.

The remainder of this paper is structured as follows. In the first part, we review the literature
on the effects of these restrictive measures on trade flows. In the second part, we describe our
econometric model with data, sources, types of regressions and methodology used. The last
section presents our different results and the discussion.
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Table 3: Average Intermediate Consumption of Food, Beverages and Tobacco in
Service in 2015: Input-Output Table

Food, beverages
Services and tobacco

Wholesale and retail trade Consumption (millions US) 467526.4
repair of motor vehicles Ratio(%) 58.1827

Transportation and storage Consumption (millions US) 98997.2
Ratio(%) 12.3200

Accomodation and food services Consumption (millions US) 5404.3
Ratio(%) 0.6725

Publishing, audiovisual and Consumption (millions US) 1036.6
broadcasting activities Ratio(%) 1.2904

Telecommunications Consumption (millions US) 5138.9
Ratio(%) 0.6395

IT and other information services Consumption (millions US) 8281.3
Ratio(%) 1.0305

Financial and insurance activities Consumption (millions US) 34595.9
Ratio(%) 4.3053

Real estate activities Consumption (millions US) 13048.1
Ratio(%) 1.6238

Other business sector services Consumption (millions US) 122488.9
Ratio(%) 15.2435

Public administration and defence Consumption (millions US) 5801.9
compulsory social security Ratio(%) 0.7220

Education Consumption (millions US) 3828.5
Ratio(%) 0.4764

Human health and social work Consumption (millions US) 22472.5
Ratio(%) 2.7966

Arts, entertainment, recreation Consumption (millions US) 5594,7
and other service activities Ratio(%) 0.6962

Private households with employed persons Consumption (millions US) 0
Ratio(%) 0

Total (million US) 2196092.4

Source :Data computed by the author using the OECD Input-Output Table,
In 2015, 2018 edition
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II. Literature review

Studies that examine the impact of restrictions in services on international trade use two main
methods: analysis of bilateral trade and firm-level data. Indeed, the economic literature that
investigates the impact of standards in services on international trade uses the OECD/World
Bank Trade Restrictiveness Index. The first analysis focuses on the impacts of these indices on
bilateral trade and the second on the performance of manufacturing firms through firm-level
data.

i. Service Trade Restrictiveness Index (STRI) and Service Trade: Grav-
ity Analysis

The existing literature on service restrictions and trade is exclusively empirical. To evaluate the
effects of regulatory barriers in services on international trade as measured by the sectoral STRI
index, we use a gravity model. Although specific to trade flows in goods and commodities, it
has been applied by some authors to services and has been found to be adapted to trade in
services (Head et al., 2009; Walsh, 2008). However, Kox and Nordås (2009) using a gravitational
approach, it is possible to examine trade flows in transport and business services, and their
interaction with an overall regulatory indicator. The analysis by Kox and Nordås (2007)
considers financial services and other business services in their model.

Nordås and Rouzet (2016); Nordås (2016) apply the gravity model to analyze the impacts
of the STRI index and the regulatory heterogeneity index on trade in services. Based on a
gravity model with aggregate data and the PPML (Pseudo-Maximum Likelihood Estimator)
as the estimation method, they find that the most restrictive countries in the service secto,
import and export significantly fewer services. In addition, the negative impact of restrictions
in services on exports is about twice as large as on imports. The most affected sectors are
the banking, financial and transport sectors, considered as service providers. Examining the
regulatory disparity between countries, they find that regulatory heterogeneity in services has
negative impacts on cross-border trade in services. In this case, countries trade more with
partners with similar regulations. A low heterogeneity index (harmonization or convergence
of standards) is associated with a strong stimulation of trade in services. According to their
study, if the STRIs of importer and exporter countries are low, harmonization stimulates trade
in services, but if the STRIs are high, harmonization attempts to limit this trade.

Another approach that differs from the first is the analysis by Borchert, I et al., 2012. They use
the restrictiveness index developed by the World Bank, rather than the OECD measure, to
capture the impact of regulatory policies on trade in services6. Through the PPML estimate,
they find that higher levels of STRI discourage investment. Van der Marel and Shepherd’s
(2013) analysis (very similar to the previous one) also finds a negative relationship between the
World Bank’s bilateral restrictiveness index and cross-border trade in transport and financial
services. Riker, D (2015) highlights the impact of restrictions on foreign suppliers (import
restrictiveness index) and cross-border trade in services. He also finds negative effects of the
latter on cross-border trade in services. Further, his study simulates the effect that would be
made on U.S. financial services exports if its trading partners eliminated restrictions on these

6Foreign investment inflows and access to financial services through the provision of bank lending.
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imports from all countries. He notes that while China and India do not apply any barriers to
market entry, the United States has recorded a significant rise in its financial services exports,
both in dollars ($186.0 million and $42.2 million) and rate change (10.14% and 3.76%). On
the other hand, in a country like Germany, US exports have increased slightly (7.7 million
dollars or 0.23%). Indeed, according to Riker, in the financial services sector, Germany is a
relatively large export market for the United States, after the United Kingdom, but the impact
on trade is lower because the level of restrictiveness in this country is relatively low compared
to countries like China or India.

Another analysis that differs from those mentioned above and that is included in our paper
is that of Ariu et al., 2018. They explore the interaction between international goods trade
and restrictions on services. They consider data from Belgian firms from 1995 to 2005, PMR
index (Product Market Regulation) data and that on customs duties on goods and services.
They come to the following conclusion: when import barriers for goods and commodities rise,
firms import fewer services. Further, these authors use their results to quantify the impacts of
lowering barriers to goods and services on trade between the US and the EU. They find that
liberalization of the services sector has direct and significant effects on goods trade.

Our paper also contributes to the recent literature on firm-level trade in services (Crozet et al.,
2016; Ariu, 2016). This literature describes the characteristics of firms exporting services and
finds that very few firms are able to export services due to regulatory barriers in the market.

ii. Service Regulation and Manufacturing Firm Performance: Firm-
Level Data
Several previous studies estimated the effects of services regulation on firm performance
through firm-level data. The study of Arnold et al., 2011 highlights the link between services
sector reforms and the productivity of manufacturing industries that depend on services
inputs. Many aspects of services reform are considered, namely the presence of foreign
suppliers, privatization and the level of competition. The results, based on firm-level data
from the Czech Republic, show a positive relationship between services sector reforms and
the performance of domestic firms in downstream manufacturing sectors. Reforms that allow
foreign entry into service industries appear to be the key channel through which services
liberalization contributes to improving the performance of manufacturing sector.

Duggan et al. (2013) investigate the extent to which policy restrictions on foreign direct
investment in the Indonesian services sector affected the performance of manufacturers over
the period 1997-2009. They use firm-level data on manufacturers’ total factor productivity
and the OECD index on regulatory restrictions on foreign direct investment, combined with
data from Indonesia’s input-output tables regarding the intensity with which manufacturing
sectors use service inputs. Controlling for firm-level fixed effects and other relevant policy
indicators, they find that policy relaxing FDI policies in the services sector is associated with
improved manufacturing sector performance.

Bas (2014) analyzes the relationship between the reform of energy, telecommunications, and
transport services in India in the mid-1990s and manufacturing firms’ export performance.
The empirical analysis relies on exogenous indicators of the regulation of Indian service
sectors and detailed firm-level data for India in 1994-2004 period. It finds that reform of
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the upstream services sector has increased the probability of exporting and the export sales
share of downstream manufacturing industries. The results suggest that the effect of services
liberalization on manufacturing firms’ export performance is stronger for initially more
productive firms. The analysis of Arnold et al. (2016) similar to the above looks at the link
between reforms in services and the productivity of manufacturing firms in India. Using
panel data on about 4,000 Indian firms for the period 1993-2005, they find that banking,
telecommunications, insurance, and transportation reforms all had significant positive effects
on the productivity of manufacturing firms. Services reforms benefited both foreign and
domestic manufacturing firms, but the effects on foreign firms tended to be stronger.

This analysis shows that restrictions in services have a negative impact on trade flows.
Measures in banking, transportation, and logistics have a significant impact on trade flows.
The divergence of regulations between countries has a significant negative impact on trade.
Our work is a extension of previous studies that have addressed the issue of standards in
international trade.

III. Gravity Model of Bilateral Trade

To conduct an empirical analysis of the effects of restrictive measures on trade flows, we use
the gravity model developed by Anderson (1979). It is based on the assumption that products
are differentiated by the origin of country, i.e. by location (Armington’s hypothesis), where
consumers have defined preferences for these differentiated products. In this approach, each
country can import a good from another country at any market price. In this case all goods
are traded, all countries trade and on balance, national income is the sum of domestic and
foreign demand for the single good produced. In the model, trade costs are considered as
transport costs.
After Anderson’s theoretical approach, authors drew upon trade theories to find a theoretical
framework for the gravity equation. Bergstrand (1989) shows that a gravity equation is a
direct implication of the trade model based on monopolistic competition by Krugman ,P
(1980). Identical countries manage to exchange differentiated goods because consumers prefer
variety. According to the concept of monopolistic competition, it is not the location of firms
that determines differentiated goods trade but the preference of consumers for variety. Eaton
and Kortum (2002) derive a gravitational equation from a Ricardian model, and Helpman et
al. (2008); Chaney, T (2008) obtained it from a theoretical model of international trade by firm
heterogeneity.
The general formulation of the gravity equation is as follows:

Xij=GSi MjΦij

Where Xij is the value of exports from country i to country j, Mj represents demand from the
importing country (importing country’s GDP), Si is the value of the exporting country’s GDP,
G is a variable that does not depend on i or j and represents the level of global liberalization,
Φij represents the ease of access by exporter i to market j.

Anderson and Van Wincoop (2003) show that control over trade costs remains crucial in order
to properly specify the gravity equation. However, trade costs are very important for the
gravity equation. Two countries will trade less if they are separated by an ocean or by vast
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stretches of deserts and mountains. Trade between two nations for this purpose is determined
by relative trade costs, i.e. trade costs between the two nations (absolute costs) and trade
costs between the country (importer, exporter) and the rest of the world, which will be called
the MTR (Multilateral Trade-Resistance). However, multilateral resistance can be controlled
through the time fixed effects of the importing and exporting countries (Anderson and Yotov,
2012) or by using a proxy.
To estimate this equation, we need to linearize it. Using the logarithm of each variable in the
model, the equation becomes:

LnXij = a0 + a1lnYi + a2lnYj + a3lntij + a4lnΠi + a5lnPj + εij (1)

Where a0 is the constant, a3= 1- σ, Xij is the value of exports from country i to country j, Yi
and Yj the GDP of exporting and importing countries, tij bilateral costs between our pairs
of countries, Πi terms measuring barriers to trade between each country and the rest of
the world, Pj the price index of the importing country, εij the error term. In practice, the
gravity equation links the logarithm of monetary value of trade between two countries to the
logarithm of their respective GDPs, a composite term reflecting barriers and trade incentives
between these two countries, and terms measuring barriers to trade between these countries
and the rest of the world.

IV. Individual STRIs and Food Exports : Augmented gravity

models

Using the model of Anderson and Van Wincoop (2003); Anderson and Van Wincoop (2004),
our baseline regression equation is the following:

Xk
ij,t = exp[β0 + β1Zij,t + β2tij + β3STRIs

i,t + β4STRIs
j,t + µit + γjt + αt + αs + εijt] (2)

Xk
ij,t denotes the nominal exports of food commodities in sector (k) from exporter (i) to

importer (j) in year (t). We use nominal exports and not those deflated by U.S. aggregate price
indices to avoid bias problems. Since there are global trends in inflation rates, the inclusion
of this term probably creates biases via spurious correlations (Baldwin and Taglioni, 2006).
Zij,t is a time-variant vector of bilateral variables. We have a binary variable that equals
1 if i and j share the same regional trade agreement (RTA) and 0 otherwise, and average
custom tariffs imposed by the importing country on the exporting country on food products
in year t (ln(1 + tari f f ji,t). tij is the vector of the time-invariant bilateral control variables:
bilateral distance (Ln dist), common language (lang), common border (border). 7 STRIs

i,t and
STRIs

j,t are the STRI indices of respectively the exporter and the importer on a scale of 0 to
1, they represent our explanatory variables of interest and capture the level of restrictions
in exporter and importer countries in the service sector s (logistics, transport, distibution,
financial and other business sectors). The logistics sector includes cargo handling, storage
and warehouse, freight forwarding, and customs brokerage logistics. The transport sector
comprises air, maritime, road and rail freight transport. The financial and other business sector
covers accounting, banking and insurance. The distribution sector covers general wholesale

7Dummy variables equal 1 if countries share a common border and common language and 0 otherwise.
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and retail sales of consumer goods, and e-commerce. µit and γjt are other variables that
vary respectively according to exporting and importing country in year, αt is a year fixed
effect (capturing the global macroeconomic cycle), αs reflects the sector fixed effects and εijt
is an error term. β3 and β4 are our coefficients of interest and are negative according to the
literature.

The inclusion of exporting and importing STRIs in the equation is relevant because restrictions
in both countries have a significant impact on trade. Many restrictions in the exporting
country’s services have negative effects on production and trade through network services
(transport, logistics, etc.). Once a food product arrives at the frontier of the importing country,
logistics services are required, particularly storage, warehousing and customs services, as well
as transport for the delivery of the product to distribution services. Moreover, the importing
and exporting country’s STRI have the same impact on trade, i.e. limiting imports of services.
Considering the sectoral STRI of the two countries separately in equation (2) can be ambiguous
and not easily interpreted. One country may be restrictive on one sector and the other on
another sector or both countries may be restrictive in a service sector, which leads to a strong
collinearity between our variables of interest. Also, we cannot include both individual STRIs
and country time fixed effects because the latter absorbs the former and we cannot perceive
the effects of the STRI. Indeed, the STRI varies by service sector, country and year, while
the country fixed effects are sectoral and also capture the STRI. To address these issues, we
construct an interaction term between the two STRIs.
Equation 2 becomes:

Xk
ij,t = exp[β0 + β1Zij,t + β2tij + β3STRIs

ij,t + µit,k + γjt,k + εijt] (3)

With STRIs
ij,t= STRI

GDPservi/GDPserv(i+j)
i,st ∗ STRI

GDPservj/GDPserv(i+j)
j,st . GDPservi and GDPservj are

the value added of services as a % of GDP in exporting and importing countries. 8

µit,k and γjt,k are dummy variables representing the exporting and importing country’s sector
time fixed effects. The variable of interest STRIs

ij,t has negative effects on food exports, i.e.
restrictions in services in both countries have limiting effects on trade.

V. Data Sources

As mentioned above, our paper attempts to analyze the effects of restrictive measures in
services on food trade flows. We use panel data on trade in food products between 36 OECD
countries (bilateral trade between countries) from 2014 to 2018.9

Our dependent variable is pooled bilateral food trade between OECD countries. We use infor-
mation about bilateral food exports (annual frequency) from the United Nations Conference
on Trade and Development database (UNCTADstat), which uses the Classification Standard
International Trade (SITC Rev.4).10 The food industry has four sub-sectors (SITC 0+1+22+4):
food and live animals, beverages and tobacco, oil seeds and oleaginous fruits, animal and
vegetable oils, fats and waxes. As independent variables, we have an index that captures the

8Our interaction term is adjusted for the value of services added to the GDP of the countries to reduce the
significant correlation between our variables of interest.

9The data for 2014-2018 are based on the implementation and evolution of the STRI index.
10Data can be accessed at: https://unctadstat.unctad.org/wds/TableViewer/dimView.aspx
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level of restrictions in these service sectors (STRI). The STRI Index provides a database of
regulations affecting trade in 22 service sectors in 46 countries.11 For each sector the database
covers 5 policy areas: restrictions on the entry of foreigners, restrictions on the movement of
persons, other discriminatory measures, barriers to competition and regulatory transparency.
The qualitative information on these 5 areas has been converted into quantitative indices by
sector ranging from 0 to 1 (where 0 corresponds to no restrictions and 1 to a sector completely
closed to service providers) (Geloso Grosso et al., 2014). Data are available from the OECD
STRI database.12 The data on bilateral tariffs on food products are extracted from World
Integrated Trade Solution Trade Stats (WITS) of the World Bank. Bilateral resistance variables
such as the bilateral distance between the two capitals, common border, and language, are
from the Centre d’ Etudes Prospectives et d’ Informations Internationales (CEPII), with binary
variables that materialize regional trade agreements extracted from the WTO (Regional Trade
Agreements Information System, RTA-IS).13

VI. Econometric Issues

Several questions related to the estimation of the standard gravity equation are considered
in our study. Recently, researchers have identified eight problems inherent to gravitational
models. The most important in this study are terms of multilateral trade resistance, gravity
with disaggregated data, zero trade flows, heteroskedasticity of trade data, bilateral trade
costs, adjustment to trade policy changes, and endogeneity of trade policy (Yotov et al., 2016;
Piermartini and Yotov, 2016).
This section reviews the main problems and highlights relevant solutions that have been
proposed in the literature to address these challenges.

i. Multilateral resistances and disaggregated trade data
Multilateral resistance terms (Πi and Pj) are theoretical constructs and are not directly observ-
able. A gravity estimation without proper control of its resistance terms leads to an omitted
variable bias ("Gold Medal Mistake", Baldwin and Taglioni, 2006).

The first solution is provided by Anderson and van Wincoop (2003) who use custom non-
linear least squares iterative programming to account for multilateral resistances in a static
framework. They first estimate trade cost parameters without controlling for multilateral
resistances. Next, they use the estimated trade costs to construct a first set of multilateral
resistances. Finally, they re-estimate the gravity model to obtain a new set of trade costs...
until convergence is achieved.

The second solution is an approximation of multilateral resistance terms by remoteness indices
constructed as a function of bilateral distance and gross domestic product (GDP) (Baier and
Bergstrand, 2009). Head and Mayer (2014) criticize such reduced-form approaches as they
bear little resemblance to the theoretical counterpart of the multilateral terms. For some

1136 OECD countries plus Brazil, People’s Republic of China, Colombia, Costa Rica, India, Indonesia, Malaysia,
Russia, South Africa and Thailand

12https://stats.oecd.org/Index.aspx?DataSetCode=STRI.
13We use trade agreements on both goods and services, as we study the effects of restrictions in services on food

products.
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authors the multilateral resistance terms can be controlled using appropriate ratios based on
the structural gravity equation (Head and Ries, 2001; Head et al., 2010 and Novy, 2013).

The recommended approach is that of Hummels (2001) and Feenstra (2016). They suggest
the use of directional (exporter and importer) fixed effects in cross-sectional estimates. More
recently, Olivero and Yotov (2012) demonstrated that multilateral resistance terms should be
accounted for by export-time and import-time fixed effects in a dynamic gravity estimation
framework with panel data.
In addition to accounting for unobservable multilateral resistance terms, the exporter and
importer time fixed effects will also absorb the size variables (GDP, population, etc.) of the
structural gravity model as well as all other observable and unobservable country-specific
characteristics which vary across these dimensions, including various national policies, institu-
tions, and exchange rates. Our independent variable is sectoral. Taking into account the terms
of resistances must be sectoral in order to deal with the problems of gravity estimation with
disaggregated data (Larch and Yotov, 2016; Yotov et al., 2016). Our exporter and importer
time fixed effects become country time sector fixed effects.

ii. Zero trade flows and heteroskedasticity of trade data
The estimation of the gravity equation is conducted with an OLS estimator. However, the
results of this estimator may constitute a bias in the presence of "Zero trade" in the presence of
heteroskedasticity, and the OLS estimation may not be consistent. Indeed, this estimator, which
does not include countries not trading with each other, compromises our results, because
zero trade reveals crucial information (lack of information, high transport costs, landlocked
countries), so omitting it can constitute a considerable bias in our study.14 Problems with
zeros become more pronounced when the trade data are disaggregated. This is the case in
our paper.

Futhermore, the Tobit model proposed by Eaton and Tamura (1995) and Martin and Pham
(2008) as an econometric solution to the presence of zero trade causes a disconnect between
estimation and theory; Helpman et al. (2008) developed a two-stage estimation procedure
that focuses both on the extensive estimation (export decision from i to j) and the intensive
margins (export volume) of trade. While this approach offers a better understanding of the
determinants of trade flows, it provides biased estimates in the presence of heteroskedasticity
in the trade data (Silva and Tenreyro, 2013). To avoid biased estimation results, we use
the Poisson estimator suggested by Silva and Tenreyro (2006).15 The PPML is used in our
case in order to deal with the constraints of zero trade between States, and also estimates
the non-linear shape of the gravity model in the presence of heteroskedasticity. However,
an important assumption of the PPML estimator is equidispersion, which means that the
conditional variance of the dependent variable and its conditional mean are equal. PPML
estimation can be assessed by solving the following condition:

∑
p
[Xp − exp(Zpβ)] = 0 (4)

where p is the country pair, Xp is unilateral trade (i.e. exports or imports) between country

14Indeed, zero commerce is associated with high bilateral fixed costs of trade.
15Pseudo-Maximum Likelihood Estimator (PPML).
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pairs in non-logarithmic levels and Zp is the complete vector of the gravity equation as defined
above.

iii. Bilateral trade costs and adjustment to trade policy changes
The standard gravity model requires the introduction of bilateral trade costs, (1 − α)lntij;t.
Moreover, these must be replaced by series of observable variables in the gravity estimation
(bilateral distance, common border, common language, regional trade agreements, bilateral
tariffs).

The implementation of trade policies does not have an instantaneous effect on trade. Indeed,
the establishment of rules in a specific sector does not have an immediate effect; there is an
adaptation period before a measure comes into force. Trefler (2004) criticizes trade estimates
pooled over consecutive years. As Cheng and Wall (2005) point out, the estimation of fixed
effects applied to pooled data over consecutive years is sometimes criticized on the grounds
that dependent and independent variables cannot fully adjust in a single year’s time.
In order to account for this issue, some authors have used panel data with intervals instead of
data pooled over consecutive years: Trefler (2004) uses 3-year intervals, Anderson and Yotov
(2016) use 4-year intervals, and Baier and Bergstrand (2007) use 5-year intervals. Through
empirical studies, Olivero and Yotov (2012) show that gravity estimates obtained with 3-year
and 5-year interval trade data are very similar, while estimates performed with panel pooled
over consecutive years produce suspicious estimates of trade cost elasticity parameters. Our
data are spread over 5 years and an estimate over 3-year and 5-year intervals is difficult to
perform. In a robustness test, we will conduct estimates with two-year intervals.

iv. Endogeneity of trade policy
The gravity specification stipulates that trade policy variables (RTA, bilateral tariffs) and
restrictiveness variables are endogenous. Indeed, a reverse causality exists between these
variables and trade. All else being equal, a country is more likely to liberalize its trade with a
country that shares the same trade agreement. Countries with significant trade flows have
lower levels of restrictions, e.g. EU and EEA countries.

The estimation of the gravity model without taking into account the endogeneity of the RTA
produces biased estimated coefficients. As a result, the RTA dummy variables are potentially
correlated with the error term. The first authors to attempt to consider the endogeneity of
trade policy variables in cross-sectional analysis used the instrumental variable approach
(Trefler, 1993 and Lee and Swagel, 1997). However, Magee (2003) finds that the instrumental
variable approach is not efficient in addressing the issue of endogeneity bias of the RTA
due to its binary form. An alternative method to control for the potential endogeneity issue
of RTA is to estimate the gravity model including country pair fixed effects in panel data,
Baier and Bergstrand (2007). Indeed, these country pair fixed effects eliminate or account
for, respectively, unobservable links between the endogenous trade policy covariate and the
error term in the gravity regressions. Moreover, they will absorb all bilateral time-invariant
covariates (e.g. bilateral distance, common language, common border, etc.), but will have the
advantage of accounting for any unobservable time-invariant component of trade costs (Egger

15



and Nigai, 2015; Agnosteva et al., 2014) 16.

The downside of including country-pair fixed effects is that it is impossible to identify the
effects of bilateral determinants of trade which do not vary over time because they are
absorbed by the fixed effects. In our paper, restrictiveness indices vary by country, by year
and by service sector, but do not change by food sector. An estimation using country pair
fixed effects and restrictiveness indices leads to non-significant results. In this case, the
restrictiveness indices are considered fixed according to the disaggregated food product data.
One way to address this issue is to apply a two-step procedure, where the estimates of the pair
fixed effects from the first-stage structural gravity equation are regressed on standard gravity
variables in a second-stage estimation (Agnosteva et al., 2014; Anderson et al., 2015C). This
two-step approach also enables us to recover estimates of the pair fixed effects that cannot
be identified directly in the first stage, due to missing or zero trade flows, allowing us to
construct the full matrix of bilateral trade costs and to perform counterfactual experiments
(Anderson and Yotov, 2016).

The two-step procedure stipulates that the RTA between countries i and j varies over time and
by sector in order to have significant results. From 2014 to 2018, very few trade agreements
were signed and entered into force, the predominant trade agreements being the EU, NAFTA,
and EEA. Moreover, these trade agreements do not vary according to the food sector. Therefore,
the inclusion of country pair fixed effects will give non-significant results on pooled food
exports. Our trade policy variables are constant across the four food sectors.
To reduce the endogeneity bias of our restrictiveness variables, we will consider the lagged
variable in a robustness test. Indeed, the restrictiveness to trade in services index is invariant
across the food sector, so that the measure implemented this year explains the measure of the
next year in this sector.

VII. Empirical Results and Discussion

We estimate the effects of restrictions in 4 service sectors on food trade between OECD
countries from 2014 to 2018. We use the OLS as the estimation method and, to account for
heteroskedasticity and zero trade, we apply the PPML estimator. We also include the importer
and exporter sector fixed effects to control for structural multilateral resistances and omitted
variables. The results from equation 3 are presented in tables 4 and 5 below. Table 4 presents
the results on pooled trade in food goods (columns 1 to 6). In the other cases, we have the
results on disaggregated food trade according to the SITC classification and the PPML as an
estimator.

In the different estimates, we find the following effects: our dummy variables, representing
the common border, common language and regional trade agreements, have positive and
significant impacts on food trade among OECD countries. Bilateral distance has significant
negative effects on trade flows (Disdier and Head, 2008). Tariffs on food products imposed
by the importing country on the exporting country have significant negative effects on food
exports (Niven, W et al., 2012).

If we examine our variables of interest, restrictions in both countries, particularly on logistics
and financial services and other business sectors, have a significant negative impact on food
exports. The transport sector has non-significant effects on trade. By contrast, restrictions in

16They show that country pair fixed effects are a better measure of bilateral trade costs than the standard set of
gravity variables. 16



distribution services have significant positive effects on trade. The results are robust to the
inclusion of country time and sector fixed effects and country time sector fixed effects. The
two estimators yield similar results. A 0.05 point rise in restrictions in logistics, financial and
other business sectors leads respectively to a drop in exports of about 7% and 6% and a 9%
increase in exports for distribution restrictions (columns 5 and 6).

The supply of finished and semi-finished food products depends on the quality of logistics
and transport services. Food products are very sensitive to time. Many food products go bad
quickly (for example, vegetables such as tomatoes and cucumbers and fruits like bananas
and grapes) or reach an expiry date (e.g. dairy products). They must be delivered quickly,
be stored in good conditions (temperatures, packaging), and meet hygiene and cleanliness
standards. Transport and logistics play a key role in the food supply chain. Table A. 3 shows
significant restrictions in these two sectors. More restrictions result in fewer logistics and
transport service providers and higher transaction costs, which negatively affect the decision
to export. Therefore, transport services do not have significant effects on exports, for two
reasons. First, the transport sector is smaller than the logistics sector. While the former
focuses just on the movement of food products from one place to another, the latter covers a
broader spectrum and deals with the complete management of freight. The services of the
logistics industry are not limited to the delivery of goods, but also relate to storage, handling,
packaging, inventory, etc. So logistics activities take precedence over transport activities.
Finally, this sector also focuses on the transport of people, if we consider air transport.

Financial and other business activities play a very key role in the export of food products. The
banking sector guarantees a commercial presence through the funding of foreign investments
and food export and import activities. Table A. 3 shows significant restrictions in this sector,
and more restrictions exist on foreign market entry conditions (Rouzet, D. et al., 2014). This
sector has become more restrictive with the introduction of macroprudential policies in
response to the global financial crisis. Banking sector barriers in OECD countries hamper
export financing through higher market interest rates, which increase the cost of lending
(Paravisini et al., 2014). The insurance sector reduces the risks associated with commercial
activities. It protects both the exporter and the importer against their risks. It enables them to
cope with the risks of non-payment by the customer, loss and damage of products, political
or economic instability in the buyer’s country, and currency fluctuations, as well as the
failure to supply, transport delays and potential delays in ports. Accounting services clean
up the accounts and provide an idea about the profitability of activity, the variation in stocks
and expected investment. The accounting sector is still highly regulated with regulatory
differences between countries. This sector has high entry conditions, such as legal and
accounting knowledge and qualifications, nationality requirements, and foreign competition
closed in some countries (apart from any preferential trade) (Geloso Grosso et al., 2014).
Restrictions in this sector limit all the services mentioned above or affords access at very high
prices.

The distribution sector is highly competitive and links buyers to sellers. This sector accounts
for between 8 and 15% of GDP in OECD countries and has a large number of firms and
relatively high entry and exit rates (Ueno, A. et al., 2014). The positive sign is due to the
level of restriction in the distribution sector. Table A. 3 shows low restrictions in distribution
ranging from 0.11 to 0.33, with a sample average of 0.17. The distribution sector has become
less restrictive with the e-commerce channel, which has significantly reduced transaction costs,
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and increased market concentration, vertical integration of wholesale and retail trade (with
ICT developments), private label sales, and the internationalization of retailers (Nordås et al.,
2008).

The most affected food sectors are food, live animals and perishable products. These products
are the most traded between OECD countries and are very sensitive to time and to the quality
of logistics and transport. Perishable products are the most widely sold in retail and wholesale
markets. This study shows the detrimental impact of service restrictions on global value
chains and quality of products. The novel conclusion is that services are strongly linked
to commodities through their use as inputs in the production and trade of goods. It also
shows that service restrictions implemented by a country have negative effects on export
performance (Nordås and Rouzet, 2016). The negative correlation assumes a competitiveness
channel linking service regulation and exporter performance. These restrictions notably
exclude small food exporters because export costs are very high.
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VIII. Regulatory Differences in Services and Food Trade

In this section, we investigate the impact of the regulatory differences in services between
pairs of countries on food exports. Following Kox and Nordås (2007), the regulatory difference
between pairs of countries emerges as the most restrictive trade policy compared to individual
country restrictions. Indeed, this regulatory disparity is considered as a bilateral trade cost
and affects trade through gravity estimation.

Using the index of regulatory heterogeneity between country pairs of OECD countries in
services, we estimate its effects on food exports. The index is constructed as follows: from the
database of country-specific STRIs, for each sector we create a matrix where each cell contains
countries i and j for measure m.17 If the pair of countries has the same answer for measure
m, the cell is scored as zero and 1 otherwise. For each country pair and each measure, a
heterogeneity index is created by computing a weighted average of these scores (an average of
the 5 measures).
We have two types of index, one based on qualitative responses in the presence or absence
of regulations and another on the score that highlights the restrictiveness of regulations.
Similarly to the individual STRI measures, they are scored on a scale of 0 to 1 (less restrictive
to completely closed to foreign suppliers).
To capture the effect of the regulatory difference on bilateral food flows, we construct an
interaction variable between the individual STRI variables (exporter and importer) and the
regulatory heterogeneity variable. Indeed, regulatory disparity has lower effects on trade if
the importer or exporter country is completely closed to service providers, and significant
impacts if the countries are open to services (Nordås and Rouzet, 2016).
Our gravity equation is as follows:

Xk
ij,t = exp[α0 + α1tij + α2Zij,t + α3STRIheterij,t + α4STRIheterij,t ∗ STRIi,t

+α5STRIheterij,t ∗ STRIj,t + µik,t + γjk,t + εijt]
(5)

With STRIheterij,t the overall regulatory difference between country pair (ij) in the four service
sectors at year t,18; STRIi,t, STRIj,t are STRIs of exporting and importing countries 19; µik,t, γjk,t
dummy variables that represent the exporter-importer sector-time fixed effects (inward and
outward multilateral resistance) (Olivero and Yotov, 2012). The regulatory disparity between
country pairs is constant for all food sectors; an estimation by country pair fixed effects gives
non-significant results.

The results with PPML as an estimator are presented in Table 6. Columns 1 to 6 represent
the results of the sectoral regulatory disparity on trade flows, columns 4 to 6 the impacts of
overall regulatory heterogeneity and the other columns the effects of our interaction terms.
The regulatory difference in logistics has negative and significant values in our regression.
Moreover, disparity in the transport sector has positive and significant effects on exports.
The positive sign is explained by the easing of restrictions in this sector through open sky

17Barriers to entry, competition, restrictions on movement of persons, other discrimination, regulatory transparency.
18We use the score index to compare it to each country’s STRI score.
19We consider the overall STRI and regulatory disparity index in the four service sectors for the analysis of our

intercation terms.
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agreements20 and the liberalization of the national road freight transport regime (Geloso
Grosso et al., 2104). There are few disparities in this sector among OECD countries. The index
of global regulatory disparity has negative and significant effects.

Further, our interaction variables have positive and significant signs between the exporter’s
STRI and the regulatory heterogeneity index. The negative sign of the regulatory difference
and the positive sign of our interaction term suggest that the negative effect of the regulatory
difference on food exports decreases with exporting country restrictions. Indeed, the impacts
of regulatory heterogeneity decrease if the exporting country is closed to service providers.
The regulatory difference has significant effects on trade in services if both countries are open
to service providers and less significant effects if they are completely closed (Nordås and
Rouzet, 2016). In this case, the restrictions imposed by each country are still the main barrier
to entry for service providers. In the food industry, we find the same effects only with the
service restrictions of the exporting country. The services of the exporting country are key
factors for production and export: if the exporting country is closed to service sectors this will
impact its trade activities. This explains the positive and non-significant sign of the second
interaction term, as the exporting country’s restrictions have a greater impact on the export
decision than those of the importing country.

20Open Sky agreements have vastly expanded international passenger and cargo flights to and from the United
States. This agreement eliminates government interference in the commercial decisions of air carriers.
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IX. Robustness Check

Our main estimates of the gravity model suggest negative and significant results of restrictions
in the logistics, financial and other business sectors on food exports. Restrictions in the
distribution sector have positive effects on trade. We performed various robustness tests to
assess the sensitivity of our results.

The first tests focus on the effects of individual importing and exporting country restrictions
on bilateral food exports. The first estimate addresses the issue of adjustment of trade
policies discussed above. Using two-year time intervals, the different effects of restrictions on
trade are studied. The second test attempts to reduce the issue of endogeneity between our
restrictiveness variables and trade. It takes the one-year lags of our restrictiveness variables
and sees their effects on trade. The results presented in table A. 4 (columns 3 and 4, 5 and 6)
show negative and significant effects of restrictions in logistics and financial services on food
trade. Restrictions in the distribution sector have positive and significant effects.

Thirdly, we study the effects of country-specific restrictions on food trade. Adding the
importing and exporting STRIs into our equation, we examine their effects on trade. Both
indices have significant and negative effects on food trade (column 7 of Table A. 4), but the
STRI of the exporting country has much greater impacts than the importing country’s STRI: a
0.05 point increase in restrictions in the exporting and importing countries respectively leads
to a decrease of nearly 3% and 1.5% in food exports. The results are carefully considered
because we did not consider the country sector time fixed effects to control for the omitted
variables. If we compare these results with those of our terms of interactions we can see
that the exporting country’s restrictions have a higher significant negative impact on food
trade (Nordås and Rouzet, 2016).21 The same results are found when controlling for variables
omitted by the country fixed effects and this confirms the negative and significant effect of
restrictions in both countries on food exports.

The last test in this section considers other control variables. We consider dummy variables
that control for economic integration such as the EEA, and NAFTA.22. We also consider
economic integration agreements (EIA) with provisions for harmonization of SPS and TBT
standards.23. We find the same effects observed above (see columns 8, 9, 10 and 11 of table A.
4).

The analysis of the sectoral STRI shows negative and significant impacts in the sectors of
cargo-handling, storage, warehousing and customs brokerage logistics. In the financial and
other business sector, the banking and accounting sectors have limiting and significant effects
on food trade. In transportation, the restrictions in road freight and sea are barriers to food
trade (table A. 5).

The last robustness tests attempt to study the performance of our results on the negative

21These authors find that the STRI of the exporting country has greater negative effects on services export
performance.

22We include dummy variables that represent the European Economic Area (Intra EEA) to control for the deeper
integration in services, and North American Free Trade Agreement (NAFTA), which is a major trade agreement on
commodities.

23The EIA database was compiled by Baier and Bergstrand (http://www.nd.edu/~jbergstr/) It provides detailed
and useful information on EIAs and links to the legal text of the agreements.
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impacts of regulatory disparity on food exports. To evaluate these results, we consider
the regulatory disparity between net food exporting and net food importing countries, and
the regulatory disparity between OECD countries and emerging countries, which is still
greater than the disparity between OECD countries (see Table A. 3). The disparity between
countries with high and low value added of services to GDP and that between EEA and EU
countries (lower restrictions) are evaluated. The results are presented in table A. 6. Overall,
the disparities in logistics, finance, and other business sectors have negative effects, while
transport has positive effects on exports. Disparities between net exporting and net importing
countries and between OECD and emerging market countries do not have significant effects
on the sectors considered, although the free movement of goods, services and people in the
EU and EEA countries, the regulatory disparity in logistics, finance and other business sectors
are barriers to trade in food products.

X. Conclusion

This study is an extension of previous studies on the impacts of services restrictions on
international trade. However, it differs from earlier studies because we examine restrictions in
the services sector on food trade, a topic not widely studied in the literature. Our analysis
suggests that deregulation of the services sector and harmonization policy are highly beneficial
for food trade.

Our paper, which investigates the impacts of service regulations on food trade, presents a tool
for quantifying service restrictions and assesses these effects on trade flows. We start with a
gravity analysis using panel data on pooled bilateral trade in food products between OECD
countries from 2014 to 2018. To estimate restrictions in services, we use the Service Trade
Restrictiveness Index and the Regulatory Heterogeneity Index of the OECD. Restrictions in
logistics, transportation, financial, other business sectors, and distribution are considered in
our study.
Using the PPML and OLS as an estimator with country and sector fixed effects, we found
different effects: restrictions in both countries in the logistics, finance and other business
sectors have negative and significant effects on food exports between OECD countries. Re-
strictions in the distribution sector have positive and significant effects on exports. The most
strongly affected sectors are food, live animals and perishable products (milk, eggs, and meat).
A sectoral analysis shows that restrictions in cargo-handling, customs brokerage, freight
forwarding logistics, banking, accounting, sea and road transport are barriers to trade in food
products. Regulatory disparity in the logistics sector is a barrier to trade, but disparity in the
transport sector has positive and significant effects on food exports. By contrast, the overall
disparity in the services sector has a significant negative impact on food trade. This impact
disappears when the exporting country is closed to service providers.

The results appear robust to alternative specifications. Several different aspects were analyzed.
First, we estimate the effects of restrictions in services on food exports considering the issue of
adjustment of trade policies and endogeneity. Second, other control variables were introduced
into our estimates. The results of these tests confirm our findings that restrictions in logistics,
financial and other business sectors have negative effects and those in distribution have
positive effects. The effects of regulatory disparity on exports are tested further. Regulatory
disparity was analyzed between net exporting and net importing countries, countries with
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high and lower services value added to GDP, between OECD and emerging countries, and
EEA and EU member countries. The results show that regulatory disparities in logistics,
finance, and other business sectors have significant negative effects, while regulatory disparity
in transportation has positive effects. The disparity between OECD and emerging countries
has less significant effects on exports.

Our study differs from the existing literature, but is limited by the data. Indeed, service
restriction indices are time-invariant composite measures for some sectors, and the data
are also short-run in order to capture the effects (2014-2018). Regulations are adjustment
policies that require time for firms or exporters to comply with them. Therefore, the data do
not capture the effects on trade over the long run. However, we can improve our study by
considering subsidy policy coupled with regulation. It may be useful to consider a dummy
variable that indicates the existence of a "Most-Favoured-Nation" and "National Treatment"
clause to account for the treatment provided to the foreign exporter in the domestic market.

This study of the impacts of service restrictions on food products shows that the regulation
of services has detrimental effects on the export performance of OECD countries. The novel
conclusion of this study is that regulatory cooperation between countries has become a rel-
evant factor in global food trade. Regulatory harmonization in economic integration areas
significantly boosts trade flows.
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XI. appendix

Table A. 1:
OECD, non OECD, EEA, Major Net Food-Exporting and High Value-Added Service

Countries.

OECD Non-OECD EEA countries Major net High value
countries (Emerging countries) food-exporting -added service

economies countries

Australia China Austria Australia Belgium
Austria (People’s Republic of) Belgium Belgium France
Belgium Colombia Czech Republic Canada Greece
Canada Costa Rica Denmark Denmark Israel
Chile India Estonia Hungary Japan
Czech Republic Indonesia Finland Iceland Luxembourg
Denmark Malaysia France Ireland Netherlands
Estonia Russia Germany Mexico Switzerland
Finland South Africa Greece Netherlands United Kingdom
France Thailand Hungary New-Zealand United States
Germany Iceland Norway of America
Greece Ireland Poland
Hungary Italy Spain
Iceland Latvia Thailand
Ireland Lithuania Turkey
Israel Luxembourg United States
Italy Netherlands of America
Japan Norway
Korea Poland
Latvia Portugal
Lithuania Slovak Republic
Luxembourg Slovenia
Mexico Spain
Netherlands Sweden
New Zealand Switzerland
Norway United Kingdom
Poland
Portugal
Slovak Republic
Slovenia
Spain
Sweden
Switzerland
Turkey
United Kingdom
United States of America

Table A. 2: Cross-Correlation Table of STRI Intercation Variables.

Variables STRI STRI STRI STRI
Logistics Financial − Business Transports Distribution

STRILogistics 1.000
STRIFinancial−Business 0.416 1.000
STRITransports 0.401 0.758 1.000
STRIDistribution 0.404 0.372 0.221 1.000
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Table A. 5: Impact of Disaggregated Sectoral STRIs on Cross-Border Exports of Food
Commodities.

Specification Poisson-PML Estimate
Dependant variable All food products (Pooled)

Model (1) (2) (3) (4) (5) (6)

RTAij,t 0.2262∗∗ 0.3428∗∗∗ 0.3453∗∗∗ 0.4686∗∗∗ 0.4276∗∗∗ 0.5232∗∗∗
(0.1123) (0.1074) (0.1129) (0.1045) (0.1181) (0.1108)

Ln(1 + tari f f ji,t) -0.3078∗∗∗ -0.3384∗∗∗ -0.3045∗∗∗ -0.3369∗∗∗ -0.2986∗∗∗ -0.3345∗∗∗
(0.0567) (0.0492) (0.0566) (0.0497) (0.0585) (0.0538)

Ln distij -1.7712∗∗∗ -1.7945∗∗∗ -1.7551∗∗∗ -1.7764∗∗∗ -1.7604∗∗∗ -1.7711∗∗∗
(0.1074) (0.0970) (0.1029) (0.0941) (0.1114) (0.1007)

langij 0.1989∗ 0.2326∗∗∗ 0.1610 0.1987∗∗ 0.1441 0.1826∗
(0.1061) (0.0882) (0.1054) (0.0890) (0.1272) (0.1091)

borderij 0.7141∗∗∗ 0.7333∗∗∗ 0.7432∗∗∗ 0.7616∗∗∗ 0.7603∗∗∗ 0.7772∗∗∗
(0.0864) (0.0799) (0.0903) (0.0833) (0.0950) (0.0894)

Logistics Sector

STRIWarehouse 5.9945 6.7194∗
(4.5835) (3.9413)

STRIFreight -4.5174∗∗∗ -4.1346∗∗∗
(1.7025) (1.5321)

STRIHandling -6.0579∗ -7.5224∗∗
(3.5519) (3.2490)

STRICustomer -2.6590∗∗ -2.2604∗∗
(1.0789) (0.9650)

Financial-Other Business Sectors

STRIAccounting -1.8437∗∗∗ -1.7654∗∗∗
(0.6868) (0.5489)

STRIBanking -5.8073∗∗∗ -4.9442∗∗∗
(1.6360) (1.4730)

STRIInsurance -0.6933 -1.0485
(2.1983) (1.7472)

Transports and Distribution Sector

STRIAir transport -0.9819 -0.9214
(1.3218) (1.2366)

STRIRail f reight transport -0.9889 -1.1404
(0.9119) (0.7521)

STRIRoad f reight transport -2.9675∗∗ -2.6602∗∗
(1.1906) (1.1050)

STRISea transport -6.1879∗∗ -5.0457∗
(3.0645) (2.6837)

STRIDistribution 9.4034∗∗∗ 7.9703∗∗∗
(2.5192) (2.1428)

Sector FE Yes No Yes No Yes No
Exporter time − FE Yes No Yes No Yes No
Importer time − FE Yes No Yes No Yes No
Exporter sector time − FE No Yes No Yes No Yes
Importer sector time − FE No Yes No Yes No Yes
Wald chi2(9) 2253.54∗∗∗ 2113.76∗∗∗ 1972.41∗∗∗
R2 0.923 0.9384 0.917 0.9376 0.927 0.9433
Observations 24867 24763 24867 24763 15996 15996
Notes: The dependent variable is nominal bilateral food product from i to j at to t in sector k
as in equation (3). Regressions 2, 4, 6 are performed using the ppmlhdfe STATA command written by
Correia, Guimarães, Zylkin (2019). It is a Pseudo-Maximal Likelihood Poisson estimator (PPML)
with multi-way fixed effects. Exporter-importer controls are the GDP of both countries. Standard errors
are reported in parentheses and clustered by country-pair level.
*, **, *** denote signicance at the 10% 5% and 1% level respectively
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