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Abstract 

Composite materials are increasingly used in the demanding field of aeronautics. To meet this growing 

need, Coriolis Composites has developed a solution of automated fiber placement named AFP. This 

system uses an industrial manipulator robot with six axes. This fiber placement task requires a 

compacting strength adapted to the material used. The robot must be kept in contact with the mold and 

controls the compacting strength. For the robot trajectories generation, the software specifies the position 

of each tape before the manufacturing of the part. During the lay-up, there may be a difference between 

the position of theoretical tapes and the position of real tapes. So, accuracy problems appear. Within this 

framework, the industrial project IMPALA was born in order to improve this new process. This paper 

shows the use of visual servoing to handle the position in order to improve the fiber placement accuracy. 

 

1 General Introduction  

More and more industries use composite materials for manufacturing their mechanical structures with 

various processes. The carbon fibers consumption in the market segment shows the sectors that use the 

most this material [1]. In 2012, Europe has consumed most of composites in the following areas: 

Aerospace & Defense (46 % of 8.100 t), Wind Turbines (74 % of 9.5 t) and Automotive (56 % of 2.150 

t). Asia has consumed most of composites in Sport and Leisure (86 % of 7.800 t). 

With hand lay-up, despites the high level of skills of composite worker, there is a lack of repeatability on 

large and complex structure. On the contrary, the Automated Tape Placement has got a better 

repeatability and the production efficiency is improved. In order to have better repeatability and 

accessibility, research work has been carried on the fiber placement process to use robots [2]. This paper 

presents the work done within the framework of the industrial project IMPALA, managed by Coriolis 

Composites, which has developed a solution for Automated Fiber Placement.  

The robotic cell is made of a six DOF robot mounted on a linear axis allowing the robot to move, and 

draping on a vacuum table or on a positioning system. Thus, eight axes have to be synchronized. The 

carbon fiber coils are located in a creel, and carbon fibers are sent to the fiber placement tool using the 

umbilical fibers guide. The tape width could be setup from one fiber (1/4”) to height or 16 or 32 carbon 

fibers (Figure 1-a). To heat the wrapping surface area, an infrared lamp or a diode based laser is used 

according to the material and heating temperatures to be achieved. 

One of the project’s objectives is to improve the laying quality and the accuracy of robotized fiber 

placement in terms of gap between tapes. To do that, there are four objectives. Firstly, we identify the 

source of errors and understand the mechatronic system. Then, we find the control strategy most relevant 

and adjust the accuracy control of the laying-up. We propose to add an external sensor based control loop 

to   adjust the position perpendicular to the laying direction. 

Research work has been carried out in laboratory on visual servoing with robot manipulator for years [3] 



 

 

but only recently, industrial controllers propose an entry point to support external sensors. Visual 

servoing task is defined in the sensor space (image frame). Thus, the robot is controlled according to the 

visual data. 

This paper describes the task of fiber placement in Sect. 2. The visual servoing scheme is presented in 

Sect. 3. Section 4 describes the sensor-based control implemented in Sect. 5. Conclusions and future 

works are presented in Sect. 6.  

 
 AFP process (a) Robotic cell for Fiber Placement (b) Task definition Figure 1.

2 Description of the current system 

The tool-path of the laying head is generated by software named CATfiber and CADfiber. Software is 

developed by Coriolis Composites and the CAD data of workpiece is used. They specify position of each 

tape separately before the lay-up. It is an offline programing. Tape interval is needed in accordance with 

client instructions (Figure 2-a).  

The process uses an important compacting strength which should be normal to the surface. This 

compacting strength leads to increase the effects of the robot flexibility, which tends to generate 

unwanted gap or overlap during the lay-up because of disturbing forces and torques. No correction is 

made during the lay-up. So, there may be difference between theoretical tool-path and real lay-up because 

of incorrect positioning (Figure 2-b). 

An external force sensor control scheme has been tested in our laboratory robot. It has a positive impact 

on the system to improve accuracy [4]. The disturbing force along y-axis is decreased but it is not 

sufficient to have a precise positioning along y-axis.  

So we propose to apply a similar control scheme using a vision system to address the laying quality 

aspects: control the gap and avoid overlap respecting tape interval. The laying task will be defined in the 

sensor space. So the robot path will be modified in position along y-axis of the tool with a feedback in 

space coordinates. The previous tape is considered as reference for the next tape. The two tapes are 

juxtaposed (Figure 2-c) but the tolerance on ply orientation must be taken into account. 

 
 Problems of lay-up (a) Programing (b) Production with position servoing along Figure 2.

y-axis (c) Production with visual servoing along y-axis 

Creel

Laser

Head

16 m Rail

Vacuum table

Umbilical 

fibers guide

16 fibers

KUKA 

KR240

(a)

AA

Reference 

curve

Compacting 

roller

 

 
 

Tape

(16 fibers)

AA

(b)

y

x

x

z

Tape 1 produced 

with error

Tape 2 produced compared 

to theoretical tape 1

Overlap

Gap

(b) (c)

Tape 1 produced 

with error

Tape 2 produced compared 

to tape 1 produced

Theoretical 

tape 1

Theoretical 

tape 2
(a)

 

 

 

Reference 

curve

Tape 

interval



 

 

3 Visual servoing 

For image processing and analysis, the color is not insignificant. The carbon color is black (Figure 3-a). 

This adds a difficult to detect the tape edge on a previous ply. Mold can be fixed on various supports like 

vacuum table, vertical positioning system or horizontal positioning system. So, the mold orientation is 

modified during the manufacturing process. Sometimes, a laser diode is used to heat the wrapping area. 

Its reflectance should be taken into account. Because of these constraints, a stand-alone camera will not 

suit. In fact, the carbon fiber is not a friendly material with respect to imaging systems. 

Consequently, the idea is to use a high speed camera coupled with a laser projector [5]. The structured 

light (laser plan) is useful for the image processing. The intersection of the laser plan and the surface of 

the part will produce a line. The structured light allows capturing the 3D shape information on the part by 

analyzing the intersection between the light pattern and the part [6]. This, allows us to detect the tape 

edge by analysis of the deformation of the laser line when the thickness changes. The camera and the 

laser projector are embedded on the fiber placement tool (Figure 3-b). 

 
 Visual servoing (a) Carbon plies (b) Eye in hand configuration (c) Laser and camera Figure 3.

configuration (d) Theoretical resolution depending on camera orientation  

3.1 Active vision system 

The previous tape on the ply will produce a thickness modification, which creates a discontinuity or a 

curvature modification of the laser line in the image. We present the devices and the geometrical 

parameters to maximize the tape detection.  

To study position and orientation of the camera and the laser on the fiber placement tool, we use a 

simulator created with the software Matlab. It allows us to maximize the vision of the thickness change 

corresponding to the tape edge. Therewith, we can set various parameters like the distance and orientation 

between elements (Figure 3-c). The focal distance camera is equal to 1715 pixels (based on calibration 

software). The laser is perpendicular to the surface. The distance between the laser and the camera is 

equal to 100 mm. The thickness to detect is equal to 0.2 mm. The thickness of carbon ply varies between 

0.1 mm and 0.3 mm. For the simulation, the angle between the camera and the laser plan varies between 

6° and 18° and the height of camera varies between 10 mm and 35 mm. The height variation is the 

consequence of the angle. In this way, we obtain the theoretical resolution in accordance with the camera 

position and orientation (Figure 3-d). We have the best resolution when the camera orientation is equal to 

6° but the height of the camera is only 10 mm. So, we have to make a compromise. If we set the camera 

orientation to 10° and the camera position to 25 mm, we can detect a thickness change of 0.2 mm with a 

number of pixels between 3.35 and 3.4.  

For our experimentations, we use a laser Lasiris of the manufacturer StockerYale Canada with a 

wavelength of 635 nm and a power of 7 mW. Lines are projected on the surface by the laser. The vision 

system is a Firefly camera MV FMVU-13S2C of the manufacturer Point Grey Research. The standard 

resolutions are 640x480 pixels and 1280x960 pixels. The maximum frames per second are 60 and the 

dimensions of camera are 44mm x 34mm x 24.38mm. 

3.2 Image processing and analysis 

The use of a structured light vision system makes the image processing task more efficient because the 

laser light produces a high contrast so the hypothesis of two objects in the image is verified. The object 
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classification is line and background. We present the image analysis used to locate the tape position [7]. 

First, it is very important to set the camera parameters such as the brightness, the gain and the shutter. In 

this way, we can make easier the distinction between the two objects with the image processing and 

analysis. 

Secondly, we can capture an image from camera with the correct settings. Because the camera is 

embedded on the tool, the data are always in the same place on the image. So, we select a Region Of 

Interest (ROI) on the captured image. This allows removing the potential noise from the rest of the image 

and reducing time computing. In fact, the image processing and analysis are made only on the ROI.  

Then, a low-pass filter is applied to remove noise. This image is converted in binary image and two 

objects can be observed such as the background and the laser line. So, a contour detection of these objects 

is made and then a contour extraction.  

Finally, from the last image we can make the image analysis. To extract the tape edge, we can use a 

polyline approach of the laser line skeleton or Hough transform [8] to detect the lines in the image but 

also a vertical Sobel filter to draw ellipse and its center. Then, the ellipse center will be aligned to the 

target defined in the sensor space (i.e. the image) on the tape edge after calibration. 

4 Sensor-based control scheme 

4.1 External hybrid control 

Because we work in industrial application, the inner loop of the controller is inaccessible for warranty 

issues system. So we have to add an external loop to allow the visual servoing [9]. This allows converting 

the delta of pixel    into the processing image in delta of position in millimeters     for the inner loop. 

The dual command (position/vision) can be managed in the Cartesian and the sensor spaces. The 

theoretical tool-path can be followed while applying a correction in a chosen direction associated with the 

task definition in the sensor space. The directions controlled in position and the directions controlled in 

vision are chosen with the diagonal selection matrix  . 

The external hybrid position/visual control is described in the Figure 4. The tape edge is extracted from 

the processing image and its position is measured in pixel      . This is compared to the position desired 

of the tape edge in pixel into the image     . Then, the delta of pixels    is converted in delta of position 

in millimeters     through the visual control law. At the same time, the desired position      of the 

placement tool is compared to the measured position  . The delta    is converted in delta of position 

    through the position control law. So, the delta      is composed of directions controlled in position 

and others directions controlled in vision via the selection matrix  . Moreover, it is sent to the RSI 

module to be added to the current position. The Robot Sensor Interface module (RSI) allows sensor 

integration [10]. The RSI sampling period is equal to 12 ms when using Ethernet communication. A PID 

correction is implemented on the visual control law to manage the lateral position along y-axis and to 

drive the tape interval correctly.  

For this preliminary testing with visual servoing, the direction along z-axis is controlled in position to 

make the compacting force. 

4.2 Visual Control Law 

On the image captured from camera, the tape edge is measured in pixel and the target too. So the delta 

along y-axis in the image is in pixel. The correction is made with a numerical PID: 

                 ∫       
 

 

    
 

  
     (1) 

  is the error of pixels on the image between the tape edge and the roller edge.   is the time.    is equal to 

12 ms because of the RSI loop.   is the variable of integration.    is the output of the controller in pixel. 

   is the proportional correction.    is the integral correction.    is the derivative correction. For the 

moment, an efficient tuning of the gains is experimentally obtained. Then, the output of the controller 

      has to be converted in millimeters with:               . 



 

 

 
 External hybrid position/visual control Figure 4.

5 Experimental results 

5.1 Thickness detection 

We present the image processing results for the thickness detection on several environments: artificial 

ones and carbon fiber parts. Images processing approaches (hough transform, curve detection,...) are 

tested and compared. These results allow us to calibrate the sensor for the robot task definition. 

For each grabbed frame from camera, the image is processed and analyzed. Figure 5-a shows the laser 

projection on cardboard and sheet setup. Figure 5-b shows the laser projection with camera set. The 

Hough analysis is presented in Figure 5-c and the polyline analysis in Figure 5-d. If the laser line is split 

in two parts due to a large thickness, the Hough transform is preferred to detect the tape edge. However, 

the polyline analysis gives better results when the laser line is not split. 

The leap is detected and an ellipse is drawn. The center of this ellipse is computed and compared to the 

target drawn on the same image (Figure 6-a). The program has to compute the delta in pixel and translate 

it in millimeter for the robot with the visual control law. 

Moreover, a displacement of the fiber placement tool along y-axis of one millimeter corresponds to a 

delta of nine pixels into the image. Consequently, without taking the image noise in consideration, a delta 

of one pixel into the image corresponds to a delta of 0.11 mm for the fiber placement tool. 

 
 Image processing results (a) Laser projection on setup (b) Image for processing after Figure 5.

camera setting (c) Hough analysis (d) Polyline analysis 
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5.2 Visual servoing process 

For the preliminary testing, we use the robotic cell of the engineering school ESTIA, based on a KUKA 

KR6 robot. A compacting roller and its support are added on the robot. A plate in carbon fibers composed 

by one complete ply and one tape is put on the table (Figure 6-b). A client-server type communication 

allows the client “robot” to communicate with the client “camera” thanks to the application server though 

the TCP/IP communication. In this way, the client “robot” sends its configuration and the 

position/orientation of the fiber placement tool to the client “camera” via the server. The client “camera” 

computes the necessary delta of position in millimeters after analysis of the camera capture and sends it to 

the client “robot” via the server. The development of server and clients was made with the Visual Studio 

environment in C# language. 

One direction is controlled using the image space information along y-axis. To calibrate the client 

“camera”, the fiber placement tool is placed at the tape edge. On the interface of the client “camera”, we 

can see the camera captures and set the target in the right place, at the tape edge. In this way, with the 

visual control mode, the ellipse center will align with the tape edge computing the delta of pixels along y-

axis. For our tests, the plate is deliberately shifted to simulate incorrect placement of the previous tape. 

In position control mode, the fiber placement tool goes down manually on the plate. Then, the robot is 

controlled is position along x-axis to make a movement of 200 mm. During this displacement, the 

position in pixel along y-axis of the ellipse center is measured and compared to the position of the target. 

At the end, the fiber placement tool lifted through manual mode. 

In visual control mode, the lateral position is controlled in closed loop. The robot is controlled in position 

following x-axis to make a displacement of    millimeters and it is controlled in visual servoing 

following y-axis to be aligned on the tape edge. Here, the fiber placement tool trajectory is modified to 

keep align the compacting roller at the previous tape edge during the displacement.  

 
  Process (a) Test environment (b) Zoom on test environment (c) Thickness detection Figure 6.

5.3 Results 

The visual servoing control scheme results are discussed for the tape-to-tape laying to demonstrate the 

improvements. 

First, the system is controlled in position as the actual implementation. When the tool moves along x-axis 

about 200 mm (      ), the tool position along y-axis (      ) is not modified (Figure 7-a). However, the 

position measured along y-axis in pixel on the image (          ) is different from the target (        ) 
specified at the beginning (Figure 7-b). We can see that up to 5 s, the robot moved about 35 mm along x-

axis and there is a gap between the compacting roller and the tape edge. Between 5 s and 7 s, the robot 

moves about 30 mm and the compacting roller is aligned to the tape edge. Between 7 s and 20 s, the robot 

moved about 135 mm and there is an overlap. 
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Then, the system is controlled with hybrid position/visual control mode. Here, the tool position is 

corrected along y-axis (      ) (Figure 8-a) in order to maintain the ellipse center on the image 

(          ) aligned to the target (        ) (Figure 8-b). At the beginning, there is a gap between the 

fiber placement tool and the tape edge. So, up to 2.5 s, the robot has corrected its trajectory to be aligned 

to the tape edge. Then, we can see that the ellipse center varies around the target, set to 252 pixels, 

because the fiber placement tool has corrected its position along y-axis. Despite the first PID settings, the 

mean value of ellipse center y-axis position is 256 pixels during the displacement with visual servoing 

control. In average, the error mean value is equal to 4 pixels or 0.4 mm. The maximum deviation is equal 

to ± 15 pixels or ± 1.5 mm due to the leap detection. Moreover, we can observe that the displacement 

along y-axis with the hybrid position/visual control mode (Figure 8-a) is a mirror of the position 

measured along y-axis in pixel on the image with the position control mode (Figure 7-b). 

 
 Position control mode (a) Tool position along y-axis in millimeter (b) Tool position along Figure 7.

y-axis in pixel on the image 

 
 Visual control mode (a) Tool position along y-axis in millimeter (b) Tool position along Figure 8.

y-axis in pixel on the image 

6 Conclusions 

To control the gap between fiber tapes, we have implemented an external hybrid command for the robot. 

This helped us in fulfilling the aeronautical specification of composites parts designers and 

manufacturers.  

The first results show that if the first tape position is not corresponding to the theoretical tape position, we 

obtain gap or/and overlap between the two tapes. However, the hybrid position/visual control has a 

positive impact on the system to improve its accuracy. In fact, the two tapes are aligned.  

From an industrial point of view, we have to improve the detection robustness. So, we plan to work with 

texture analysis to detect the tape edge [11]. Moreover, we made the preliminary testing with the standard 

brightness of a workshop. It is possible to have pollution of neon light at 50 Hz. So, we can imagine 

adding a fairing to isolate the system from noise. 
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To enhance the global robotized process, the combination of force and vision sensors [12] is envisaged in 

future testing on our new Kuka hardware (KRC4 controller) where the sampling period can be reduced to 

4 ms (RSI module).  
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