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ABSTRACT Multimodal methods for emotion recognition consider several sources of data to predict
emotions; thus, a fusion method is needed to aggregate the individual results. In the literature, there is a
high variety of fusion methods to perform this task, but they are not suitable for all scenarios. In particular,
there are two relevant aspects that can vary from one application to another: (i) in many scenarios, individual
modalities can have different levels of data quality or even be absent, which demands fusion methods
able to discriminate non-useful from relevant data; and (ii) in many applications, there are hardware
restrictions that limit the use of complex fusion methods (e.g., a deep learning model), which could be
quite computationally intensive. In this context, developers and researchers need metrics, guidelines, and a
systematic process to evaluate and compare different fusion methods that can fit to their particular application
scenarios. As a response to this need, this paper presents a framework that establishes a base to perform
a comparative evaluation of fusion methods to demonstrate how they adapt to the quality differences of
individual modalities and to evaluate their performance. The framework provides equivalent conditions
to perform a fair assessment of fusion methods. Based on this framework, we evaluate several fusion
methods for multimodal emotion recognition. Results demonstrate that for the architecture and dataset
selected, the methods that best fit are: Self-Attention and Weighted methods for all available modalities, and
Self-Attention and Embracenet+ when a modality is missing. Concerning the time, the best times correspond
to Multilayer Perceptron (MLP) and Self-Attention models, due to their small number of operations. Thus,
the proposed framework provides insights for researchers in this area to identify which fusion methods better
fit their requirements, and thus to justify the selection.

INDEX TERMS Emotion recognition, fusion methods, multimodality.

I. INTRODUCTION tems [4]. Currently, there is an increasing interest in the

People manifest emotions with verbal, spontaneous and auto-
matic non-verbal expressions, which make them easy to inter-
pret by other people, but complex to digitally represent and
identify [1], [2], [3]. Thus, non-verbal communication (e.g.,
body movements, face gestures) along with actual words
are useful to decipher the true emotions of a speaker, both
for other people and for automatic emotion recognition sys-
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scientific community in producing computational methods
that can consider different information conveyed by different
modalities (both verbal and non-verbal) in order to produce a
more accurate reading of people’s emotions [5].

In the state of the art, exists a huge diversity of methods to
analyze a single modality and identify the underlying emotion
(or emotions) behind the sampled data from a single source —
e.g., text [6], [7], [8], voice [9], [10], [11], facial gestures [12],
[13], [14]. However, there is still a lack of additional strategies
to fully take advantage of the complementary information that
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one modality could offer to another in certain situations. That
is where multimodal data fusion can step in.

The complication behind multimodal techniques for emo-
tion recognition is the fact that not all sources or modalities
carry the same quality of information [15], [16] —i.e., in some
situations, one modality may fail to produce the expected
output (or any output at all) for a given sample [17]. In such
scenarios, the fusion process should aggregate these different
data sources in a specific way that captures the relationships
between them [18], and, if possible, find a way to rely more
on certain modalities when the quality of the sample from
another one proves to be particularly poor [16]. Most multi-
modal fusion methods are supported by deep learning models
that are used to obtain a new representation that fuses all
different data, classifies such representation, or both [18],
[19], [20], [21]. Given the fact that human interaction by
nature uses multiple channels simultaneously when transmit-
ting a message to another human, and the human brain has
the capacity to process all that information [22], it is easy to
understand why multimodal data fusion could be a natural fit
for the problem of emotion recognition.

Despite the advantages, deep learning techniques for multi-
modal fusion also come with some drawbacks, mostly related
to the complexity of the process and to the variability of data
quality coming from different sources. For instance, many
state-of-the-art models for certain modalities (like videos)
can require a particularly big number of operations during
their analysis [23]; moreover, a fusion model would require
computations from all its individual unimodal models and
also some additional for the fusion itself in order to make a
prediction (or make a backward pass, if trained end-to-end);
in this case, a fusion model could end up being quite compu-
tationally intensive to be executed in limited hardware or with
battery saving restrictions (e.g., smartphones, social robots).
Another major issue fusion methods face is the existence of
scenarios where not all the sources are equally reliable (e.g.,
a camera in a dimly lit space identifying faces, a sound sensor
in a noisy space catching the voice) [17]. Thus, in those cases,
any prediction must be made by diminishing the importance
of the data from such as source or even ignoring it.

In the literature, there is a high variety of fusion meth-
ods to perform multimodal emotion recognition, but they
do not behave the same in all scenarios, concerning to the
consideration of different levels of data quality from different
sources and to the time complexity. In this context, developers
and researchers need metrics, guidelines, and a systematic
process to evaluate and compare different fusion methods that
can fit to their particular application scenarios.

As a response to this need, we propose a framework that
establishes a base to perform a comparative evaluation of
fusion methods to demonstrate how they adapt to the quality
differences of individual modalities and to evaluate their
performance. The framework provides equivalent conditions
to perform a fair assessment of fusion methods. Based on this
framework, we evaluate nine fusion models in the context
of multimodal emotion recognition. The framework offers
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three deep learning models to make prediction of emotions
from three individual modalities (i.e., facial gestures, audio,
and text); and then passes the results to the different fusion
models. This framework proposes guidelines to perform the
comparative evaluation.

Based on the comparative evaluation performed with the
framework proposed, we show how some fusion methods
manage to achieve a certain degree of resiliency in the
absence of data for a certain modality, and that some of them
even achieve an improvement from the most accurate individ-
ual modality. For the comparative experiments the Interactive
Emotional Dyadic Motion Capture (IEMOCAP) Database
was used.! Results show that for this combination of archi-
tecture/dataset, Self-Attention and Weighted methods are the
best when all modalities are available and Self-Attention and
Embracenet+ bahave the best when a modality is missing.
Concerning the execution time, the best times correspond to
Multilayer Perceptron (MLP) and Self-Attention methods,
due to both having small number of operations. Hence, the
framework proposed provides insights for researchers in this
area to identify which fusion methods better fit their require-
ments and to justify the selection. In summary, the main
contribution of this paper is three-fold:

o A framework to compare different fusion methods under
the same conditions to produce a fairer evaluation and
assessment of their capabilities, which could be used
by researchers on the topic to inform their decisions on
which fusion method better fit their project.

« A demonstration on how different multimodal methods
adapt to different data quality or the presence or absence
of certain modalities.

« A comparative evaluation in terms of execution time of
the considered fusion methods.

With the ability of evaluating these aspects, the fusion
methods can be selected according to the application scenar-
ios, resulting on more suitable and appropriate decisions.

This article is structured as follows. In Section II, a review
of some recent works on the topic of fusion methods for
multimodal emotion recognition is presented. In Section III
the fusion methods evaluated are described. In Section IV,
the evaluation framework is described. In Section V the
evaluation and comparison of results are presented and dis-
cussed with a detailed explanation of the training process for
the models and experimental procedure. Finally, Section VI
presents the conclusions and future work.

Il. RELATED WORK

The idea of multimodal fusion has been applied in numerous
contexts. The survey presented in [24] describes the state of
the art for multimodal fusion methods for urban data (input
collected from meteorological stations, taxi GPS, pollution
levels, traffic volume, among others) to make predictions
on a variety of things from crowd flows to air quality lev-
els. In a different field in [25], several fusion techniques

1 https://sail.usc.edu/iemocap/
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for early detection of Alzheimer’s disease are described.
Authors compare early and late fusion shallow models, like
K-neighbors and random forests, with a deep learning model
that uses a concatenation of an intermediate representation
of the data from each modality (i.e., clinical data, imaging,
and genetic). In this case, the final classification is done
using a simple multilayer perceptron (MLP). This proposal
is fairly common, in multiple contexts. In [26], authors use
an MLP as a way to fuse data from the Persuasive Opinion
Multimedia (POM) dataset in order to improve the quality of
the predictions. In this case, predictions are confidence scores
as to whether the sample is persuasive or not. In the work pre-
sented in [27] for the problem of music genre classification,
before the fusion step, the authors apply some techniques
such as matrix multiplication and trigonometric functions to
embed the results from each modality (i.e., audio tracks, text
reviews, and cover art images) in a new multimodal space
that optimizes the similarities among modalities. The vectors
obtained in this space are then concatenated with the original
ones, as if all are from different sources and the resulting
feature vector is used as input for the MLP. In [28], [29] it
is also used an MLP with the concatenation of each of its
modalities (i.e., text and images) for document classification
in case of [28], and emotion classification in [29]. The latter
set the analysis of emotions in images by context levels and
processes each defined context as the modalities.

More complex fusion models have also been explored, that
can be applied in any context. Embracenet, a deep learn-
ing model that relies on multinomial distribution to create
a feature vector from each individual modality’s resulting
vector is presented in [17]. This mechanism not only helps
to prevent overfitting but also allows discarding information
from sources where data is unavailable, as it is designed to
select features from sources with probability zero. In theory,
the mechanism is designed to offer enough flexibility to be
used in multiple contexts, although it was initially tested in
the context of gas recognition (using the Gas Sensor Array
dataset) [30] and in human activity recognition (using the
OPPORTUNITY dataset) [31]. DeepFusion is another model
aimed at mitigating the issue of missing/poor quality data
from one of the modalities [16]. DeepFusion learns to cal-
culate a weight that represents the approximate quality of the
sample received from each of the sources or how informative
each of them is. This way, the final classification should lean
more on the data that it believes more valuable to make a pre-
diction. DeepFusion also possesses layers that find the corre-
lation between the samples from different modalities, which
combined with the previously mentioned quality-determining
layers, allows the model to obtain state-of-the-art level results
in the problem of activity recognition.

In the context of emotion recognition, multimodal fusion
methods have been continuously studied. A variety of models
have been tested, from the concatenation of individual modal-
ities’ results passed to an MLP [32] to more sophisticated
recurrent networks that allow evaluating the temporal depen-
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dencies present in the samples, such as the LSTM-based
models proposed in [33], [34], [35] or the biGRU mechanism
found in [36]. Attention mechanisms have also been very
popular. The model proposed in [37] achieves state-of-the-
art results for the IEMOCAP dataset by using an attention
mechanism to fuse audio and text modalities [5]. In [38],
the Multi-modal Attention (MMA) module is used to fuse
features from audio, body language and text adaptively, also
over the IEMOCAP dataset. Similarly, the RAVEN model is
used in [15] to fuse audio, text, and video. Attention as part of
the fusion mechanism has also been tested on other datasets,
like CMU-MOSE]I, as detailed in [39], or HEU part one and
two [40]. In the latter, a multi-modal attention mechanism
(cLSTM-MMA) is proposed, which facilitates the attention
across three modalities in their Multi-modal Attention Net-
work (MMAN). Others complex methods [41], [42], [43]
achieve high performances with, such as DEAP, SEED or
EmoFBVP. In [41] the audio and visual modalities are fused
using a latent space linear map and then, their projected
features into the cross-modal space are fused with the textual
modality using a Dempster-Shafer (DS) theory-based eviden-
tial fusion method. Authors in [42], present the convolutional
deep belief network (CDBN) models that learn salient mul-
timodal features of expressions of emotions, which achieve
better results in low-intensity emotion expressions than state-
of-the-art methods. In [43] is used the restricted Boltzmann
machine (RBM) model to construct a Bimodal Deep autoen-
coder (BDAE) whose extracted high-level representation
features are shown to be effective for emotion recognition
using.

Other types of models have also been proposed, such
as linear regression usage and Tensorfusion. In [44], the
authors use linear regression on all single systems for arousal
and valence. Linear regression is used also for the fusion.
Tensorfusion, a fusion method based on tensor multipli-
cation, is described in [45], in which each tensor rep-
resents a different modality. A more efficient version of
this method that relies on low-rank weighted decomposi-
tion, designed with high-dimensioned tensors in mind and
tested in multiple datasets, is proposed in [46]. The results
obtained for the IEMOCAP dataset, rank among the best ever
obtained to date [5]. A modified Embracenet version, called
Embracenet+, is proposed in [47] that proves to be slightly
more accurate than the Embracenet when tested using the
EMOTIC dataset. A fusion method that uses a combination
of transformers and attention is described in [48]. This work
considers three input modalities of text, audio (speech), and
vision with features extracted from independently pre-trained
Self Supervised Learning models. A method that benefits
from intra-modal attention mechanisms and Factorized Bilin-
eal Pooling (FBP) for cross-modality fusion is proposed
in [49]; it obtains competitive results for the AFEW dataset,
which contains “in the wild” samples (taken from movies
and TV, rather than from laboratory sessions designed specif-
ically to generate data).
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TABLE 1. Fusion methods.

Approach and method name

Reference iy " Context Dataset Modalidaties Limitations
(if available)
Wang et al. [15] Recurrent attention (RAVEN) Emotion recognition IEMOCAP Audio, video and text Poor performance with sequences extracted at a higher fre-
quency for visual and acoustic modalities.
Xue et al. [16] Attention or quality Human activity Self-built dataset Sensor signals Extra burden and discomfort from users wearing the sensors to

factor (DeepFusion)

recognition

data capture.

Choi and Lee [17] Pmbabl{lty based Gaige.s and hum_a_n, Gas sensor array dataset, Sensor signals ‘When only one modality is available the performance decrease
(Embracenet) activity recognition OPPORTUNITY s . L X
due to no correlated information between modalities to exploit.
Venugopalan et al. [25] MLP Alzheimer detection ADNI Image, text, sequences Limited size of the training dataset (only a few thousand sam-
ples in total and even fewer samples with all three modalities).
Nojavanasghari et al. [26] MLP Persuasion detection POM Face, audio and text The model is not able to deal with the noisy training data.
Features with different representations are treated equally pro-
ducing a lower performance for the classifier.
. RVL-CDIP, . . . . .
Audebert et al. [28] MLP Document classifica- Text and images Neither takes into account missing modalities, nor regulates
N Tobacco3482 . . X
tion the influence of each modality for a given sample. Data col-
lected under very controlled conditions.
MLP ((after additional

Oramas et al. [27]

information calculation))

Musical genre recog-
nition

Million Song Dataset

Songs and album covers

Does not explicitly regulate the influence of each modality for
a given sample.

Tripathi and Beigi [32] MLP Emotion recognition IEMOCAP Audio, text and motion  Does not take into account the missing modalities, nor does
capture it regulate the influence of each modality for a given sample.
Data collected under highly controlled conditions..
S Self-Attention, Hierarchical . L . . . .
Tzirakis et al. [33] . . Emotion recognition SEWA Audio, text and Face LSTM may not be the best-suited classifier for non-sequential
attention, LSTM N N N .
features. The implementation may not be as straightforward as
other methods.

Xu et al. [34] LSTM ‘.Vuh alignment Emotion recognition IEMOCAP Audio and text The use of LSTM for non-sequential features may not be

mechanism . X .
the best-suited case. The method is not flexible enough to be
directly applied to a different set of modalities.

Akhtar et al. [36] BiGRU, Neural layers il:(‘)mr‘l)i]:ig:d sentiment CMU-MOSEI Audio, text and face The method is not fault-tolerant enough to be applied in real-

S world situations.

Priyasad et al. [37] Self-Attention (Self-Attention) Emotion recognition IEMOCAP Audio and text Data collected under very controlled conditions.

Choi et al. [39] Attention matrix Emotion recognition CMU-MOSEI Audio and text Not flexible enough to be directly applied to more than two
modalities without additional logic and adaptations.

Zadeh et al. [45] Tensor mul‘llpllcafmn, Sentiment CMU-MOSI Audio, text and face The number of necessary operations will grow quickly with the

MLP (Tensor Fusion) . . e . . R
Recognition number of modalities or features per modality, as it involves
the tensor product of all feature vectors.
. k weighted d 1p . . . . P . -
Liu et al. [46] . Emotion recognition IEMOCAP Audio, text and video Implementation is less straightforward than the original ver-
MLP (Tensor Fusion) . .
sion of Tensor Fusion [45]

Heredia et al. [47] Probability based (Embracenet+) Emotion recognition IEMOCAP Audio, video and text Performance is highly dependent on the individual processing
of each modality.

Siriwardhana et al. [48] Transformers, Hadamard Emollqn. and sentiment - [EMOCAP, Audio, text and video Uses independently trained models for each modality that

product, MLP recognition CMU-MOSEI
could be related.

Zhou et al. [49] Attention intra-modal, FBP Emotion recognition AFEW Audio and visual Focused on feature fusion strategies for audio and visual
modalities. Training using only pre-trained networks.

Chen et al. [38] Attention (MMA) Emotion recognition HEU-1, HEU-2 Face, posture and audio Does not explicitly capture the intermodal temporal relation-
ships. Was tested on a new dataset where most state of the art
methods have not been tested.

Pan et al. [40] Attention (MMAN) Emotion recognition IEMOCAP Audio, Body language and  Focused on speech emotion recognition.

text

Mittal et al. [29] MLP Emotion recognition EMOTIC Face, posture, context and ~ Model often confuses between certain class labels. Context

depth interpretations are required to improve the model accuracies.

Poria et al. [35] LSTM Emotion and sentiment CMU-MOSI, MOUD,  Audio, video and text Wrong model predictions with face occlusion or noisy audio,

recognition

IEMOCAP weak and non contextual sentiments with bias towards its
surrounding utterances.
Nemati et al. [41] MFA, SVM, Dempster-Schafer Sentiment recognition =~ DEAP Audio, video and text Intrinsic problems associated to the evidential Dempster-
Shafer-based fusion.
Ranganathan et al. [42] DBN, SVM Emotion recognition EmoFBVP Face, body gestures, voice  Limited to DBN models with SVM as baselines in validation.
and physiological signals Absence of modalities is not considered.
Liu et al. [43] RBM, SVM Emotion recognition DEAP and SEED physiological signals (eyes ~ Emotion understood as a value in four-dimensional arousal-

and brain)

valence-dominance-linking continuous space.

Povolny et al. [44]

Lineal regression (LR)

Emotion recognition

RECOLA

Audio, text, video and
physiological signals

Limited to LR models without an explicit validation of as-
sumptions to apply them. Focused on features derived from
audio. Emotion only understood as a value in two-dimensional
arousal-valence continuous space.

All these works are summarized in Table 1. They demon-
strate the recent interest in developing fusion approaches for
multimodal classification methods and the wide variety of
proposals. To decide which is the most suitable and efficient
in specific scenarios, it is important to evaluate them in terms
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of adaptability to different quality of modalities and time con-
sumption. In particular, it is relevant to make a comparison of
these methods in a context of multimodal emotion recognition
which is a trending topic in Human-Computer Interaction
(HCI) and Human-Robot Interaction (HRI).

10221



IEEE Access

D. Peiia et al.: Framework to Evaluate Fusion Methods for Multimodal Emotion Recognition

lil. FUSION METHODS TO BE EVALUATED
Fusion methods have been categorized in different ways.
The most popular categorization considers mainly three
types of fusion strategies: information/data fusion (low-level
fusion), feature fusion (intermediate-level fusion), and deci-
sion fusion (high-level fusion) [50]. Data fusion combines
several sources of raw data to produce new raw data that is
expected to be more informative and synthetic than the inputs.
Feature fusion concatenates all the features into a single
representation. The concatenated heterogeneous features are
then directly fed into the classifiers to train the models [51].
Decision fusion methods use a set of classifiers to provide
a better and unbiased result. The classifiers can be of same
or different type and can also have same or different feature
sets [52]. The fusion type of the methods studied in this
work are based on decision fusion, sometimes called also late
fusion.

In this work, we evaluate nine fusion models, which are
a representative set of a variety of deep learning techniques.
A brief description of each one is provided below:

o Simple dense neural network/multi-layer perceptron
(DNN/MLP): It is possibly the simplest type of neu-
ral network with multiple neurons and a very com-
mon fusion method, as demonstrated by several related
works.

« An attention mechanism plus an MLP: This is based on
the work proposed in [39] and uses a structure similar
to the one in [48], although with completely different
techniques. Since this work is referred to as bimodal
fusion, an adaptation is made — i.e., bimodal attention is
applied to each pair of modalities. In this case, for each
modality, two attention matrices are produced, which are
then separately multiplied by the modalities’ vector. The
result is two different vectors that are reduced to one
vector of the size of the original and fused with an MLP
for the final classification.

o The DeepFusion model proposed in [16]: This is a
unified multi-sensor deep learning framework designed
to learn informative representations of heterogeneous
sensory data. This framework combines different sen-
sors’ information weighted by the quality of their data
and incorporates cross-sensor correlations. The frame-
work is composed of two sub-modules, the quality
weighted and the correlation sub-modules. Afterward,
results from each of these sub-modules are concate-
nated, and a linear layer produces a vector of size four
(the number of categories). This vector is then applied to
a softmax fusion for final classification. In the context
of our work, we additionally test each sub-module as an
individual fusion method, as we explain in the following
two items.

o The Weighted Combination sub-module of the DeepFu-
sion model: It uses a single neuron with a variation of the
sigmoid activation function per modality to determine
a scalar weight or factor for the quality of the modal-
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ity’s output. A softmax function is then applied over
the vector formed by the resulting factors to normalize
them with samples from the test dataset. Afterward,
each normalized factor is multiplied by their respective
modality’s output and the obtained vectors are added.
This result is passed to a 2-layer Gated Recurrent Unit
(GRU) that makes the final classification. A softmax
layer is later applied when this module is used indi-
vidually, The GRU is made to comply with the design
proposed in [16]. Since the input of this network is not
a sequence, a more straightforward no-recurrent type of
network might have sufficed.

The Cross-modality sub-module of the DeepFusion
model: It relies on subtraction, concatenation, and a
couple of layers to make its classification. First, for each
modality, a couple of subtractions are performed (i.e.,
between the modality output vector and those of the
others). The resulting vectors are then concatenated and
fused with a ReLU layer. This output is a vector with the
same size as the output vector (four in this case) of indi-
vidual modalities. Then, the vectors obtained from this
process (one for each modality) are averaged, resulting
in the final classification (a softmax layer is later applied
when this module is used individually, as we explained
in the previous item).

The Tensor Fusion model proposed in [45]. It is a
multimodal fusion approach which explicitly aggregates
unimodal, bimodal, and trimodal interactions using a
3-fold Cartesian product from modality embeddings in
the context of multimodal sentiment analysis. An extra
constant dimension with value 1 is added to each vector
to generate the unimodal and bimodal dynamics. As a
result of this process a, tridimensional tensor is obtained.
Afterward, this tensor is flattened and fed to an MLP for
final classification.

The Embracenet method proposed in [17]. It is one of
the easier models to adapt to the context in which it is
being used and one of the few that explicitly considers
the problem of missing modalities. This method uses a
docking layer to transform the generated vector from
each modality into a vector of a specific size using a
ReLU layer. Then, a new vector is created with this
size, selecting its i — th element from among the i — th
elements of the vectors obtained in the docking layer.
The i — th element from a specific modality is selected
with a probability learned during the training process.
Embracenet+, presented in [53] as an alternative or
improvement of the Embracenet model. This model has
an architecture that involves three simple Embracenet
models working to improve the modalities’ correlation
learning as well as the final results. Each Embracenet
model used has one more linear layer and a dropout
layer, which hardens the model a bit to improve learning.
Being based on Embracenet, this model is flexible in
terms of number of used modalities and fault or missing
data tolerance.
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o Self-Attention: This mechanism was originally pro-
posed by [37]. Attention is applied individually to each
modality before concatenating the resulting vectors and
using a linear layer with softmax for classification.
In this case, the attention value is represented by a scalar
that is multiplied by the vector corresponding to that
modality. This scalar is obtained by using the vector of
modalities as input to a neuron with activation function
tanh, the result of which is then passed through a sig-
moid function to obtain the final value.

These methods were selected because of their performance
in the works in which they appeared and for their capacity to
easily adapt to the selected unimodal methods. For example,
LSTM based methods were discarded because the output
of the selected unimodal methods was not sequential, and
as such, the strengths of these type of methods would not
be put to good use. Additionally, these fusion models are
representative of different approaches —i.e., MLP, Attention,
and Probability based. Some of these, like Embracenet and
Self-Attention had been successfully tested in the field of
emotion recognition, while others like DeepFusion obtained
good results in other areas and were selected based on the
prospect of achieving similar results in the task of emotion
recognition.

IV. EVALUATION FRAMEWORK
This section describes the framework proposed to compare
different fusion methods, and its evaluation.

A. FRAMEWORK DESCRIPTION

Figure 1 shows an example of the proposed framework to
perform the comparison of different fusion methods using
three modalities. It is composed of the following steps:

1) Dataset selection: The dataset to be used must be
selected according to the the study context.

2) Preprocessing: At this stage the data must be prepared,
which may involve data cleaning, denoising, input nor-
malization, sample selection, etc.

3) Individual modality training: The training process for
each modality must be performed, normally based in
different machine learning techniques. Then, with the
data preprocessed in the previous stage as input, the
data must be adjusted using different techniques and
their performance must be evaluated.

4) Selection and testing of the fusion method: The testing
stage consists on considering different fusion methods
to evaluate. Since most fusion methods require an input
for each modality, for each sample where the informa-
tion from one modality is missing, default values are
supplied for said modality.

5) Evaluation and comparison of results: Using different
quantitative model evaluation metrics, i.e., precision,
recall, F1 score, and accuracy, the results obtained by
each fusion method are compared.
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In the following section, we describe how the comparative
evaluation of several fusion methods is performed based on
the proposed framework.

B. THE COMPARATIVE EVALUATION PROCESS: STEP BY
STEP

The first steps of our framework (dataset selection, prepro-
cessing and individual model training) were considered in
previous work developed in the context of multimodal emo-
tion recognition [47]. This work proposed an architecture to
process face, audio, and text modalities aggregated with a
fusion method called Embracenet+. Each modality is pro-
cessed individually and its result is an input for the fusion
method. Finally, the fusion method produces a recognized
emotion (i.e., happiness, neutral, sadness, and anger). Fig-
ure 2 shows the basic structure of this work, which serves as
the basis for the evaluation of the different fusion methods.
The main considerations on each step assumed in this work
are summarized as follows.

1) DATASET SELECTION

In this work, we keep the dataset selected in the previous
work [47]: the IEMOCAP dataset [54]. This dataset contains
recordings from 10 actors interacting in pairs during five
different sessions. Some interactions were scripted, others
improvised. The dataset includes video and audio recordings
from these interactions and their respective transcriptions.
Approximately 12 hours of audiovisual data were obtained,
including video, speech, motion capture of the face, and
text transcriptions. Motion capture (MOCAP) data are also
included, but they are not considered in the experiments
described in this paper. There are 10039 samples, each con-
taining data from different modalities.

Ten emotions considered during the samples’ annotation
process (i.e., neutral, happiness, sadness, anger, surprise, fear,
disgust, frustration, excitement, and others). However, most
research on this dataset considers only a group of four emo-
tions (i.e., happiness/excitement, sadness, anger, neutral) [5].
All the models in this work are trained only with samples that
have these labels, the only labels the authors of the dataset
intended to use initially. Table 2 shows the distribution of the
original ten emotions of the IEMOCAP dataset. Table 3 syn-
thesizes the number of samples in each of the four categories
that were classified by at least one of the models used for the
individual modalities. In the original dataset, 2507 samples
(24.97% of the total) were unlabeled. The first four sessions
of IEMOCAP were used for training, while the fifth one was
used for testing.

2) PREPROCESSING

This stage was also covered in the previous work [47]. For
image, the face region was recognized and processed sep-
arately. Audio was processed in two ways: an MFCC fea-
tures extractor was used to obtain a graphic representation of

10223



IEEE Access

D. Peiia et al.: Framework to Evaluate Fusion Methods for Multimodal Emotion Recognition

Emotion (face
modality
classification)

[—’ [ > ™

; — | Pre-
- | processing

Individual Emotion (audio
—> modality —»  modality
| Training classification)
| Emotion (text
“And where did | | iy

classsification)

that bring you? | >
Back to me”

Emotion (face
modality
classification)

—

Add
default Emotion (audio . Metrics
—»{ values for —» modality ;:‘?r'g:j > e
missing classification)
modalities
Emotion (text
e modality

Emotion (fusion
modality
classification)

classsification)

FIGURE 1. Framework to compare different fusion methods applied to three different modalities (face, audio, text).
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FIGURE 2. Architecture used for the multimodal emotion recognition [47].

TABLE 2. Number of samples from each category in the original IEMOCAP dataset.

Neutral  Happiness  Sadness  Anger  Surprise Fear  Disgust  Frustration  Excitement  Other (l;l;)oetf; d)
Number of
1708 595 1084 1103 107 40 2 1849 1041 3 7532
samples
% 17,01 5,93 10,80 10,99 1,06 0,40 0,02 18,42 10,37 0,03 75,03

TABLE 3. Number of samples from each category that were classified by
at least one of the individual models.

Set Happiness/Excitement ~ Neutral — Sadness  Anger  Total
Training 1194 1324 839 993 4290
Test 442 384 245 170 1241
Total 1636 1708 1084 1103 5531

speech, and a conversion into text (transcription of speech).
Text was analyzed with NLP techniques.

3) INDIVIDUAL MODALITY TRAINING
For evaluation of the fusion models, we have kept the same
individual emotion recognition models used in the work pre-
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sented in [47], which were trained and validated in IEMO-
CAP dataset:

o Face modality: For this modality, a variation of the
model proposed by Parkhi et al. in [55] was used.
A VGG19 was considered instead of the VGG16 used
by Parkhi and the image sizes were reduced to 48 x 48.
This latter helped also to reduce the processing time
and the numbers of parameters in the last layers. Aside
from the VGG19, which outputs a 512 feature vector,
a linear layer was used to make the classification. For
this network, in order to work with the video samples
from IEMOCAP the samples were pre-processed as fol-
lows: 8 frames that contained a face where extracted
from each video sample and were individually processed
by the network. The final result was the average of
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the classification vectors for each of the 8 frames. The
accuracy of this modality was 0.44. But since face infor-
mation was only available for about 41% of the test
dataset, this modality only correctly recognized about
18% of the test dataset.

o Audio modality: To process audio, a CNN-based
approach based on the work described in [56] was used,
in which the voice audios were represented as Mel Fre-
quency Cepstral Coefficients (MFCC) and processed as
images by the CNN. The audio and video models were
trained using Adam Optimizer, with a learning rate of
0.001 and the cross-entropy function as the loss function.
The face model was trained with 22 epochs, and the
audio model with 60. The difference in the number
of epochs was because the face model was overfitting.
In the case of the audio model, a scheduler was also
used, which reduced the learning rate to 0.000001. The
accuracy reached by this modality was 0.58.

o Text modality: The model selected to process the text
obtained from the audio transcription was based on the
DialogXL, proposed in [57], which has obtained state
of the art results when compared to other text pro-
cessing models [58]. The output of the DialogXL was
then passed to a neural network where each layer con-
tained dialog-aware self-attention and utterance recur-
rence components. A dense neural network (DNN) was
used as a last layer for classification purposes. Since the
pre-trained version of DialogXL was designed to recog-
nize six emotions and the rest of the models used worked
with four, some adaptations were necessary. Emotion
and happiness were merged and samples labeled with
fear were omitted from training and subsequent fusion.
The accuracy of this modality was 0.84. But since text
information was only available for about 80% of the test
dataset, this modality only correctly recognized about
68% of the test dataset.

As for the output of each individual network, by taking into
account a given sample, the outputs of both the audio and
the face networks have the same format — i.e., a probability
distribution for the category to which the sample belongs to
(in this case, the categories are the four emotions considered).
Meanwhile, the output for this sample with the text network is
a vector of ones and zeros, with a value of one in the position
representing the predicting category and zeros in the rest.
When one of the individual models cannot make a prediction,
for fusion purposes the output is replaced by a vector of zeros.
Afterwards, the output of each individual modality is passed
as input to the Embracenet+ method for the fusion, which
finally returns as output the recognized emotion [47].

4) SELECTION AND TESTING OF THE FUSION METHODS
The selection included fusion methods of the state-of-the-art
that showed good performance in each of their domains; these
were previously described in Section III.
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All the models were trained with Adam Optimizer using a
learning rate of 0.001 and a batch size of 32. Cross-entropy
was selected as the loss function for most of the models,
with the exception of the DeepFusion model. As speci-
fied in [16], the function selected for this one is the sum
of the cross-entropy loss for the whole network and the
weighted sum of the two individual components’ entropy loss
(both Weighted Combination and Correlation modules). For
each configuration of each method, the training process was
repeated from scratch 15 times.

There is an imbalance in the data, even after merging the
excitement and happiness and removing some of the less
featured categories. The training was done by assigning a
weight to each label and applying a weighted version of the
respective loss function to mitigate the effects of imbalance
in order to obtain more accurate results.

For the networks that involved MLPs (MLP, attention, and
Tensor Fusion models), the considered hyperparameters were
the number of layers and the number of neurons per layer.
Different combinations of these hyperparameters were tested
to determine which was a better fit for our problem. For
models like DeepFusion, the number of layers was the same
as the one specified in its original design [16]. Additionally,
some steps from the final phase of DeepFusion were omitted
since they seek to reduce the dimensionality of the vectors
produced by its submodules and equate the size of the vectors;
both modules already produce vectors of 1 x 4. The only
hyperparameters that were varied and tested for DeepFusion
were the weights of the submodules’ loss functions in the
final weighted sum (which acts as the loss function).

Finally, all trained models were evaluated on versions of
the dataset in which one of the modalities is missing. This
was done to study how much each modality influences the
final results.

For each model, we relied on accuracy and F1-score met-
rics (the weighted average of the score for all categories) to
evaluate the methods’ quality and capabilities.

The final step of our framework is described in the next
section.

V. EVALUATION AND COMPARISON OF RESULTS

This section describes the results obtained in the final step
of the comparative evaluation of the nine fusion methods
selected. The results correspond to tests on two scenarios: (1)
considering all available modalities and (2) considering that
one modality is always missing. In both, the accuracy and F1
performance metrics are reported.

A. USING ALL AVAILABLE MODALITIES

Table 4 shows the accuracy measure and F1 score for the
best configuration of hyperparameters for each fusion method
using weighted samples. Similarly, Table 5 shows the accu-
racy measure and F1 score for the best configuration of
hyperparameters for each fusion method using unweighted
samples.
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TABLE 4. Accuracy and weighted F1 values for the best hyperparameter configuration for each model according to these metrics (when using weighted

objective function).

Method | Avg. Acc. MinAcc. Max. Acc.  Var. Acc. | Avg.F1  Min.FI Max.F1  Var. Fl

DeepFusion 0.78909 0.78163 0.79694 0.00002 0.78965  0.78228  0,79759  0,00002
Weighted Combination 0.78888 0.76068 0.79371 0.00006 0.78981  0.75821  0.79467  0.00007
Self-Atenttion 0.78711 0.78646 0.78807 4E-07 0.78810  0.78743  0.78906 3E-07

Embracenet+ 0.78426 0.78082 0.78888 4E-06 0.78545  0.77978  0.79001 7TE-06

Embracenet 0.76906 0.74617 0.78566 0.00009 0.76998  0.73168  0.77908  0.00012
Cross Modality 0.72259 0.71878 0.74214 0.00006 0.73071  0.72835  0.74342  0.00002
Tensor Fusion 0.69530 0.50846 0.78243 0.00855 0.65609  0.37156  0.78366  0.01921
DNN/MLP 0.64835 0.45447 0.78727 0.01461 0.58778  0.30821  0.78804  0.03221
Attention MLP 0.59635 0.35616 0.77357 0.01477 0.51852  0.18708  0.77551  0.02881

TABLE 5. Accuracy and weighted F1 values for the best hyperparameter configuration for each model according to these metrics (when using unweighted

objective function).

Method | Avg.Acc. MinAcc. Max. Acc.  Var. Acc. | Avg.FI  Min.FI Max.Fl  VarFl

Self-Atenttion 0.78936 0.78807 0.79049 3E-07 0.79093 0.78963  0.79214 3E-07

DeepFusion 0.78926 0.78324 0.79452 0.00001 0.790147  0.78441 0.79522 0.00001
Weighted Combination 0.78920 0.78646 0.79130 2E-06 0.79020 0.78719  0.79243 2E-06

Embracenet+ 0.78571 0.78163 0.78888 5E-06 0.78707 0.78005  0.79447 0.00001
Embracenet 0.76820 0.75584 0.78082 0.00006 0.76864 0.74364  0.78244 0.00010
Cross Modality 0.73092 0.67123 0.74456 0.00037 0.73164 0.62385  0.74752 0.00090
Tensor Fusion 0.67827 0.53344 0.78163 0.00820 0.62643 0.43276  0.78337 0.01859
DNN/MLP 0.63196 0.35616 0.78163 0.01485 0.55846 0.18708  0.78225 0.03136
Attention MLP 0.59500 0.35616 0.75020 0.00983 0.51361 0.18708  0.75272  0.020971

Regarding the effect of weighted loss for training,
roughly half of the methods do not report any gains
using this technique (Weighted Combination, Self-Attention,
Embracenet4, Cross-Modality, and DeepFusion) either in
their accuracy or their F1-score; they are slightly better with
unweighted objective functions. In fact, three of the four
methods that do present improvements with weighted objec-
tive functions, rely heavily on MLPs (MLP Simple, Attention
MLP, and Tensor Fusion). As described in Section III, Tensor
Fusion and Attention MLP use a lot of tensors or matrix
multiplications which do not involve any kind of learnable
parameters before actually passing the processed data to an
MLP for classification, which means that for these methods,
most of the learning is done by simple MLP used to fuse data.
Among the MLP-dependent models, Tensor Fusion and MLP
simple benefit the most, both in their accuracy and F1. These
two methods improve 0.017 and 0.016 respectively, while
Embracenet and Attention MLP only improve 0.009 and
0.013, respectively.

In the different attempts over training models with these
configurations, these methods showed high variability and
contrast between the best and worst case scenarios. In the
worst case, some models performed similarly to the least
accurate individual modality (in other words, the fusion failed
to fulfil its objective). In the best case, the models offer results
similar to those of the Embracenet. As mentioned before,
there is a visible imbalance in the training data, and since
these MLP-based models do not appear to possess mecha-
nisms, like Weighted Combination or Embracenet, that pur-
posely help them overcome this hurdle, this may be the reason
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behind these models’ highly variable behaviour. The use of
class weights (a technique used to account for imbalance in
the dataset) mitigates the variability present in the results of
these models. Most notably in the MLP, where the worst case
scenario for accuracy improves around 10% and 12% for F1.
In a different context, authors in [26] mention that their MLP
classifier, trained on the probabilities for each class given by
each modality (like the classifiers tested for this work), had
high variability issues.

Furthermore, on average, Tensor Fusion and the MLP do
not reach the quality of the results reported in [32] and [46],
respectively. Most likely, these methods are not a good fit
for the architecture used for the individual models. Both
groups work with different individual models in their papers
than those used here. Additionally, they do not “fuse” the
results from each modality; they use intermediate results.
That changes the input space to one with fewer local minima,
in which the dataset imbalance may not represent the prob-
lem. Therefore, it may make it easier to train the network to
achieve state-of-the-art results.

The confusion matrices for the validation set (once the
training has finished) for representative instances of each
method can be seen in Figure 3. From these, it is easy to con-
firm the problems that cause dataset imbalance in MLP-type
models. The MLP (Figure 3a) and Tensor Fusion (Figure 3d)
never assign the categories sadness and anger, respectively,
which are the least present categories in both the training
and validation datasets. Even more worrying is the case of
Attention MLP (Figure 3e), which never classifies a sample as
belonging to the neutral category, despite this being the most
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common in the training. This, together with the poor results
of accuracy and F1, makes this method not at all advisable,
at least for the problem of emotion recognition with these
modalities and conditions (i.e., unbalanced dataset, number
of classes, etc.).

As for the other methods, a pattern can be observed in
which happiness is often confused with neutral and to a lesser
extent neutral with happiness and sadness. Regarding the first
two cases (happiness and neutral) it is normal that most of the
confusions involve these two categories, since they have the
greatest presence in the dataset and therefore, a percentage of
error comparable to those of the other categories, translates
into a greater number of errors in absolute terms. As for the
confusion of neutral with sadness, it is possible that this is
due to the fact that sadness is the category with the lowest
presence in the training set, and therefore, the methods may
not be able to adjust their weights to correctly discriminate
certain edge cases.

According to the values in Table 5 (results with unweighted
objective function), Self-Attention is the best method accord-
ing to both accuracy and F1, while according to Table 4
(results with weighted objective function), DeepFusion and
Weighted Combination achieve the best results in accuracy
and F1 respectively, even though the difference between all
these methods in all these metrics is really small. This partic-
ularly tiny difference between the values of Weighted Com-
bination and DeepFusion calls into question whether the con-
tribution Cross-Modality offers to DeepFusion is really worth
the addtional computations, specially in terms of time, as it
offers only a minuscule improvement over using Weighted
Combination, and only in certain metrics. This goes to show
that the key factor behind DeepFusion’s results is Weighted
Combination.

The success of these methods might be because of the
quality factors or weights used by these type of methods. The
ideas behind Self-Attention and Weighted Combination are
very similar after all, as explained in Section III (Weighted
Combination is inspired in Attention methods [16]). Given
the simplicity of the process used for determining these
values, it is easy to offer a possible interpretation of how
these method work: the neuron used in a modality learns the
emotions predicted by such modality with more precision and
outputs a greater weight depending both on whether the prob-
ability assigned to the sample belongs to a specific category
(emotion) is high and how precise the model is at recognizing
the emotion. Even though these type of methods could be
grouped under the “Attention’’ label, in this work they will
be referred as “quality factor” methods to avoid confusions
with Attention MLP, which obtained very different results. A
more detailed view of a quality factor method (specifically
weighted combination) is shown in Figure 4, in which the
weight assigned to the text modality is vital for the GRU’s
input vector to favor the correct emotion heavily. While this
appears to be the main idea behind how this mechanism
works, a potential problem for this use case might be that the
text modality expresses its results as a vector of zeros and an
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one, and the others as a more elaborated probability distri-
bution, which may cause some bias in the model. Although
the Weighted Combination method improves the accuracy
of the text model by a decent margin (around 10% when
accounting for the complete test dataset), if we observe the
test dataset and one of the obtained models (one with an over-
the-average accuracy), we can deduce that this difference
comes from the samples where the text modality is missing.
There is not a single case where the other modalities manage
to ““correct” a wrong prediction from the text modality. This
is not to say that this method cannot use the results from a
less accurate modality to correct a more accurate one, which
will be expanded in the following Section.

B. USING ONLY SOME MODALITIES

To study the behaviour of these models when one modality
is missing and the importance of each modality for the final
classifier, the same models previously trained were also tested
on versions of the test dataset that purposely omitted one of
the modalities. Table 6 shows the average accuracy and the
F1 score for each of these tests with weighted samples, while
Table 7 shows the average accuracy and the F1 score for their
corresponding unweighted samples. The performance for all
models is similar when omitting the audio or face modalities
(w/o audio and w/o face, respectively in Table 6 and Table 7)
as when using all three available modalities; in many cases,
omitting one of the modalities results in more accurate or
greater F1 values. That suggests that these modalities con-
tribute roughly the same to the samples where text is missing
or fails, even though the accuracy of the individual audio
model was notably better than the face model.

Even when comparing the accuracy of these methods only
in the samples where the text modality is absent, audio accu-
racy is even greater than face. The explanation of this comes
of fact that when considering only the face and text modal-
ities, between both of them they only cover approximately
88% of the test dataset, whereas just the audio modality has
data for every sample in the dataset. This suggests that the
overall accuracy over the whole dataset, when omitting audio
may be a little lower, for every method. Hence, when just
considering the samples where either text or face data exist,
the accuracy of the text model is 0.75; thus, the models that
surpass this threshold can be considered successful, as they
improved the performance of the best single modality avail-
able.

But when comparing these results to those obtained by the
different methods when the text modality is absent, a sig-
nificant difference is noticed: all metrics for all the tested
techniques go down significantly. Most significantly, there
is a consistent sense of proportionality: the methods with
superior results in the other scenarios are still the ones with
superior results in this case, with one marked exception, the
Cross-Modality method. As seen in Table 6, its accuracy
dropped 56%, which is not only the sharpest drop seen in
these experiments but also, when comparing Table 4 and
Table 5 with Table 6 and Table 7, respectively, one can notice
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FIGURE 3. Confusion matrices for the validation set for a representative instance of the best configuration for each method.

TABLE 6. Accuracy and F1 results for the best configurations of hyperparameters for each method (omitting a modality in all samples) (applying weighted

samples during training).

Method w/o face  w/o audio

w/o text | w/oface w/oaudio  w/otext

Acc. Acc. Acc. Acc. Acc. Acc.
Self-Attention 0.78899 0.79019 0.53736 | 0.78966 0.79319 0.52209
Embracenet+ 0.78598 0.79177 0.56084 | 0.78637 0.79368 0.55355
Weighted Combination  0.78550 0.79703 0.57303 | 0.78647 0.79865 0.55963
DeepFusion 0.78689 0.79533 0.56326 | 0.78716 0.79759 0.55503
Embracenet 0.77561 0.79158 0.56422 | 0.77625 0.79184 0.56232
Cross Modality 0.72291 0.77899 0.16497 | 0.73119 0.78216 0.05586
Tensor Fusion 0.70191 0.70445 0.46613 | 0.66230 0.66813 0.41835
DNN/MLP 0.65222 0.66194 0.43535 | 0.59083 0.60468 0.35440
Attention MLP 0.59731 0.61387 0.37207 | 0.51955 0.53791 0.25541

that Cross-Modality goes from being the sixth best method
(according to accuracy) when all modalities available are
used, to being the worst one when text is missing. It appears
that the Cross-Modality method relied excessively on the text
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modality to make the predictions and it cannot compensate
for its absence. It does not appear to be learning anything
valuable from the other modalities. Its results, in terms of
accuracy and F1 score, are significantly worse than the
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Weights:
[-2.3202,

-9.0440,
-2.6604,
-7.9899]

Weighted sum 7.9673 Scaling -1.9918 Sigmoid m

Argmax( t) = 2 (Sadness)

Factors:
Weighted sum Scaling Sigmoid 0.7622 Softmax [gﬁ’
0.3953]

Weighted sum 4.6091 Scaling m Sigmoid

FIGURE 4. Representation of the process followed by the Weighted Combination model to obtain the quality weights

(factors) for each modality’s sample.

TABLE 7. Accuracy and F1 results for the best configurations of hyperparameters for each method (omitting a modality in all samples) (without applying

weighted samples during training).

Method w/o face  w/oaudio  w/otext | w/oface w/oaudio w/otext
Acc. Acc. Acc. Acc. Acc. Acc.
Self-Attention 0.78732 0.78936 0.52737 | 0.78875 0.79233 0.50443
Embracenet+ 0.78619 0.78856 0.56035 | 0.78700 0.79075 0.55083
Weighted Combination ~ 0.78555 0.79776 0.59737 | 0.78650 0.79949 0.59674
DeepFusion 0.79012 0.79740 0.57857 | 0.79068 0.79938 0.57463
Embracenet 0.77497 0.79055 0.57250 | 0.77574 0.79090 0.57208
Cross Modality 0.73022 0.78002 0.26140 | 0.73154 0.77979 0.13309
Tensor Fusion 0.68509 0.684383 0.47311 | 0.63251 0.63590 0.42074
DNN/MLP 0.63546 0.64493 0.43975 | 0.56170 0.57585 0.35951
Attention MLP 0.59425 0.60793 0.41445 | 0.51315 0.52540 0.32886

worst-performing individual and fusion models (with its F1
almost reaching 0). Looking at Table 6, it is evident that this
issue is limited to Cross-Modality when the text modality is
unavailable. Whether this happens because of the different
nature of the data input from the text when compared against
the others, because of the imbalance in the dataset or simply
because the text is more accurate than the others is an interest-
ing question that can be answered by testing this method with
other datasets. If this method develops such a notable bias
towards the more accurate modality, it might not be suitable
for in-the-wild contexts, which is the ultimate goal of this type
of method and where different modalities’ data are frequently
lost.

Despite the behavior of Cross-Modality, DeepFusion’s
results do not decrease as much, and approximately in the
same proportion as the other methods which achieve similar
levels of accuracy and F1 when using all modalities. Two
explanations are possible: Cross-Modality does not signif-
icantly contribute to DeepFusion’s results (as suggested in
Section V-A), or Cross-Modality, without text, is so biased
that DeepFusion may notice said biases and try to account for
them. If DeepFusion does that, it may be able to get more use-
ful information from Cross-Modality than its low accuracy
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reflects. A fact that supports this theory is that when weights
are not used during training, the best Cross-Modality con-
figuration when text is absent, is one where Cross-Modality
has more influence on the loss function, but when weights
are used or other modality (or none) are omitted, the best
configurations are those where Weighted Combination has
more influence, or both have equal contribution to the loss
function.

When removing the text modality from the test dataset,
independently of the method used, the precision for the cate-
gories sadness and anger dropped considerably, yet its recall
value did not lower as much. The opposite happened with
happiness. Overall, this could be explained by an increase
in the number of false positives for the sadness and anger
categories while maintaining a similar number of true posi-
tives and a reduction of true positives while keeping a com-
parable quantity of false positives for happiness, with the
correct guesses still outnumbering the wrong ones for said
category. It appears that the information provided by the
text modality is fundamental to correctly classifing certain
samples belonging to the happiness category, as the number
of predictions made for that category diminished significantly
and went (mostly incorrectly) to other categories (frequently
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TABLE 8. Precision, recall, and F1 for each category with and without text
for a representative instance of weighted combination.

Emotion Precision  Recall Fl

Happiness 0.83 0.81 0.82
Happiness (no text)  0.78 0.45 0.57
Neutral 0.72 0.78 0.75
Neutral (no text) 0.54 0.62 0.58
Sadness 0.80 0.79 0.79
Sadness (no text) 0.55 0.75 0.63
Anger 0.88 0.78 0.83
Anger (no text) 0.55 0.69 0.61

TABLE 9. Precision, recall, and F1 for each category with and without text
for a representative instance of embracenet.

Emotion Precision  Recall Fl1

Happiness 0.82 0.79 0.81
Happiness (no text)  0.71 0.50 0.59
Neutral 0.72 0.76 0.74
Neutral (no text) 0.54 0.54 0.54
Sadness 0.77 0.78 0.78
Sadness (no text) 0.53 0.72 0.61
Anger 0.82 0.76 0.79
Anger (no text) 0.54 0.67 0.60

TABLE 10. Precision, recall, and F1 for each category with and without
text for a representative instance of DeepFusion.

Emotion Precision  Recall Fl1

Happiness 0.84 0.81 0.82
Happiness (no text)  0.77 0.41 0.54
Neutral 0.74 0.74 0.74
Neutral (no text) 0.54 0.58 0.56
Sadness 0.73 0.83 0.78
Sadness (no text) 0.52 0.76 0.62
Anger 0.84 0.79 0.82
Anger (no text) 0.51 0.72 0.60

TABLE 11. Precision, recall, and F1 for each category with and without
text for a representative instance of self-attention.

Emotion Precision  Recall Fl

Happiness 0.85 0.80 0.82
Happiness (no text)  0.51 0.58 0.54
Neutral 0.71 0.77 0.74
Neutral (no text) 0.51 0.58 0.54
Sadness 0.75 0.84 0.79
Sadness (no text) 0.53 0.74 0.62
Anger 0.83 0.80 0.82
Anger (no text) 0.44 0.76 0.56

to sadness and anger, which would explain their precision
results). Table 8, Table 9, Table 10, and Table 11 show the
precision, recall, and F1 for instances of various methods,
with and without using the text modality.

As for other aspects of the adaptability of the methods,
Weighted Combination and Embracenet are the most success-
ful. For every combination of modalities tested, these models
succeed at improving the results of the best modality available
or at least equaling its performance: when the text modality is
present, they manage to get superior results both in accuracy
and F1. Consequently, audio is the most reliable modality,
Embracenet gets similar results, and Weighted Combination
significantly improves it. Even if this last part does not seem
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like much, it could be inferred from these results that during
their training, these networks, learn a sort of “quality rank-
ing,” which allows them to determine which of the available
modalities present in a sample would be more informative to
the final classification.

To better understand how this ‘quality ranking” mechanism
works, the process of classifying a sample with a Weighted
Combination is analyzed at in more detail. Weighted Combi-
nation process is represented in Figure 5 (where the process of
calculating the quality factors is shown), and Figure 6 (where
the process of classifying the samples using the quality factors
is shown) using an authentic sample from the test dataset,
with the text modality removed. From the weights in the
neurons used to determine each modality’s quality factor, it
is pretty difficult for the face modality to produce values that
contribute significantly to the final vector used by the GRU
to make a classification, unless the face modality predicts a
category with a large percentage of certainty. These neurons’
weights serve an additional purpose: their value appears to
maintain proportionality concerning the quality of the modal-
ity when compared to the others. This seems to be what allows
the model to determine which modality should have more
influence on the vector that ends up being the GRU’s input.
For example, the least reliable modality, face, is the only one
with negative weights in its neuron, and in consequence, the
quality factor it produces will be very low. And even though,
in this instance, the weights from the audio neuron are heavier
than those of the text neuron, due to the different nature of the
format of the text and audio vectors, the text modality remains
most influential. As can be seen in Figure 7, despite the
quality factor for audio (0.3962) being greater than the one for
text (0.3953), the value for the correct category (sadness, third
element of the vector) for the text modality, after applying the
quality factors is 0.3952, while for audio is 0.1843 and for text
is 0.070. Since these values are simply added to determine the
value of the category in the GRU’s input vector, it is obvious
that text is the modality that contributes the most to the correct
category.

Figure 5 and Figure 6 also show that these quality weights
are not the only piece responsible for the accurate classi-
fication. There exist certain instances, like the one shown,
in which the GRU’s input vector seems to favor a particular
emotion, but the final output goes for another. After reviewing
how much these events affect the result, at least for the
studied instance of Weighted Combination and always omit-
ting the text modality, it appears that there are 168 samples
where all the available modalities signal one category, but
the final classification goes for another. Around 59.5% of
these changes were indeed appropriate corrections, which
positively impacts the results. From the 168 instances in
which the modalities and the final classifier disagree, in 94%
of the cases the GRU classified the sample as belonging to
the neutral category, and the other six distributed between
anger and sadness. Despite happiness being the second most
prevalent emotion, this change that the GRU makes never
outputs happiness. That shows that this bias only occurs
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FIGURE 5. Process of the DeepFusion model to obtain the quality weights for each of the sample’s modalities without text

modality.
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FIGURE 6. Classification process of the DeepFusion model once these weights are obtained without text modality.

towards the most common categories and is not proportional
to their number. Most likely, when the GRU’s input vector
does not appear to favor a category in particular, the GRU has
learned to go for the most common category from the group
of categories with higher probabilities. It is possible that in
a more balanced dataset, this does not happen, or maybe the
number of changes to the wrong category decreases, which
would be ideal.

C. VISUALIZATION OF THE TRAINING PROCESS HISTORY
This section visualizes the history of the behavior of each
model during the learning process by means of their accuracy
and loss curves.

Figure 8 shows the loss curve for each fusion method.
Methods such as MLP (Figure 8a) and Attention MLP (Fig-
ure 8e) can get stuck in local minima for prolonged peri-
ods. In contrast, others methods like Weighted Combination
(Figure 8c), Self-Attention (Figure 8i), and Cross-Modality
(Figure 8f) have smoother descents (although Cross-Modality
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appears to have a small overfitting problem). Tensor Fusion
(Figure 8d) and DeepFusion (Figure 8b) did overfit very
clearly and probably could have used fewer epochs. Finally,
the Embracenet (Figure 8g) and Embracenet+ (Figure 8h)
show many peaks, even though it was more or less stable after
a few iterations.

Similarly, Figure 9 shows the accuracy curve for each
fusion method, which reaffirms the discussed behavior for
loss curves in Figure 8. In terms of validation accuracy, the
Tensor Fusion method (Figure 9d) has a very poor and chaotic
behavior, with more peaks than the loss function (Figure 8d),
which implies that the method is very sensible, where small
changes in the loss value cause bigger changes in the accu-
racy. This contrasts with DeepFusion (Figure 9b), where what
appeared to be a notable case of overfitting according to the
loss value (Figure 8b), is not as significant taking in account
the accuracy; which indicates a more stable model in terms
of accuracy, in opposite of Tensor Fusion. Even though, Self-
Attention (Figure 91) and Weighted Combination (Figure 9c)
have the better performance, the model Attention MLP
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FIGURE 7. Representation of the process followed by Weighted Combination model to classify a sample.

(Figure 9e) has the smallest gap between accuracy curves.
This is not as good as it seems, as it can be seen that when
compared to the rest of the plots in Figure 9, it is the only one
that has a training accuracy below 0.75. It can also be seen,
that the peaks shown both in the loss and accuracy curves for
Embracenet (Figure 8g and Figure 8g) are more pronounced
that those of the Embracenet+ (Figure 8h and Figure 9h),
where the peaks in accuracy are smaller than those of its loss,
which signals a more stable model. This fact, along with the
variance and accuracy results seen in Table 4 and Table 5
proof that the Embracenet+ not only achieved the goal of
improving the accuracy (specially when all modalities are
present) and reduce variance issues, but also created a more
stable method.

D. AVERAGE EVALUATION TIMES

The evaluation time is measured from the moment where
the fusion method being evaluated receives all inputs until
it produces the classification. By measuring time this way,
all the processing related to the individual modalities and
the wait for the slowest of the unimodal models to finish
occur before the timer starts running, so the time spent in
this processes does not factor into the time measuring. Addi-
tionally, since in this study all the methods share the same
unimodal architectures, the time spent in this stage should be,
in average, the same for all of the fusion methods. The real
difference is then in the time used in the fusion stage of the
process.

The speed of MLP compared to the other methods is not
surprising, it is a fairly straightforward mechanism and the
configurations that record these times use very few neurons
(two layers of seven neurons and one of four in the case
of the first table and one of ten with another of four in the
second). It does not perform any kind of matrix operations,
like Tensor Fusion or Attention MLP, nor does it involve addi-
tional processing of each modality before classification, like
Embracenet or methods involving the calculation of quality
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TABLE 12. Average prediction time (in seconds) for the best
configuration of each model (weighted).

Method Avg. Min. Max

DNN/ MLP 1.92334E-05  1.78814E-05  1.36137E-04
Self-Attention 3.61209E-05  3.48091E-05  2.16246E-04
Cross Modality 4.33195E-05  4.07696E-05  3.10183E-04
Tensor Fusion 5.00094E-05  4.88758E-05  8.70228E-05
Weighted Combination  8.2514E-05 7.98702E-05  4.32968E-04
Embracenet 1.2032E-04 6,09956E-05  3.39913E-03
DeepFusion 1.24300E-04  1.21832E-04  1.95980E-04
Attention MLP 1.45965E-04  1.40905E-04  4.48942E-04
Embracenet+ 2.75565E-04  1.59025E-04  5.31817E-03

TABLE 13. Average prediction time (in seconds) for the best
configuration of each model (unweighted).

Method Avg. Min. Max
DNN/MLP 1.49454E-05  1.35899E-05  4.41074E-05
Self-Attention 3,60392E-05  3,48091E-05  6,8903E-05
Cross Modality 4,31005E-05  4,07696E-05  1,59979E-04
Tensor Fusion 5.00377E-05  4.88758E-05  9.01222E-05
Weighted Combination ~ 8,21137E-05  7,98702E-05  1,50919E-04
Embracenet 1.19302E-04  6.67572E-05  3.94177E-03
DeepFusion 1.24233E-04  1.21832E-04  2.06232E-04
Attention MLP 1.55214E-04  1.50204E-04  2.99931E-04
Embracenet+ 2.7557E-04 1.56879E-04  3.294945E-04

factors, since it concatenates the vectors it receives and starts
directly to process them as if they were one.

It is striking, among the quality factor methods, that
Self-Attention is much faster than Weighted Combination
despite being methods that share similar approaches and even
similar processing. The most logical explanation is that the
difference in time comes from the final classifier used by
each: Weighted Combination uses a two-layer GRU network
of four neurons, while Self-Attention opts for a single layer of
four neurons. Additionally, there are certain additional steps
performed by Weighted Combination, such as the Softmax
layer to normalize the factors obtained. Other elements may
play a role, such as the fact that one method concatenates
the vectors of each modality and the other sums them. But,
the Weighted Combination classifier is more conceptually
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(a) MLP.

Epoch Epoch

(e) Attention MLP.

(d) Tensor Fusion.

Loss

Epoch Epoch

(g) Embracenet.
FIGURE 8. Training and validation loss.

complex and uses twice as many neurons as Self-Attention
(however few); which is the differentiating factor in this case.

One positive result is how little time Tensor Fusion takes,
unlike Attention MLP, which is also a method that relies
heavily on matrix multiplications and was one of the worst
performers in this metric, as in all others. A more careful anal-
ysis of the performance of these two methods easily reveals
why this difference: Tensor Fusion only computes one matrix,
which it then multiplies by a single vector, while Attention
MLP must compute three matrices, then transpose them and
multiply each by a vector. These operations performed by
Attention MLP are so slow, that even taking into account that
the Tensor Fusion configuration has one MLP with 170 neu-
rons as classifier, versus the four MLP used by Attention
MLP that in total have about 47 neurons, Tensor Fusion is
a much faster method. Of course, the speed of Tensor Fusion
can only be highlighted given the small number of modalities
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(b) DeepFusion.

(h) Embracenet+.

Epoch

(c) Weighted Combination.

Epoch

(f) Cross Modality.

Epoch

(i) Self-Attention.

involved and the reduced number of dimensions in the vectors
of each of these, since the number of operations needed to
perform these multiplications grows as a function of these two
variables.

Obviously DeepFusion and Embracenet+, which are com-
binations of other methods (recall that Embracenet+ uses
two Embracenets) take longer than their respective individual
methods. Thus, these models with low performance are not
suitable in contexts where response time is the key.

E. FINAL CONSIDERATIONS ABOUT THE RESULTS

After careful consideration of the different results presented
throughout this section, it is quite evident that the quality
factor methods (DeepFusion, Weighted Combination, Self-
Attention) and the Embracenet can be considered successful
in general terms, as they improve the results of the best
individual modality (text). They can correctly classify most
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FIGURE 9. Training and validation accuracy.

of the samples that are correctly classified when only that
modality is used, but also many of the samples for which
text information was unavailable. They also achieve this type
of results consistently, which contrasts the performance of
the MLP based models (MLP simple, Attention MLP, Tensor
Fusion), which not only perform much worse in average,
but also have high variability and stability issues, and also
proved to be very sensible to imbalance problems in the
dataset. Cross-Modality achieves respectable values in both
accuracy and F1 under most circumstances, although slightly
inferior to those of the quality factor and Embracenet and
Embracenet+ methods, and most importantly, it shows a
significant degree of dependency on the information provided
by the text modality, which calls into question this method’s
ability to adapt to contexts where information may be lost
frequently.

Embracenet and Embracenet+ methods were proposed
to explicitly consider the problem of dealing with missing
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(b) DeepFusion.

(h) Embracenet+.
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(c) Weighted Combination.

Epoch

(f) Cross Modality.

Epoch

(i) Self-Attention.

information from different modalities. Results shown that
they actually achieve their objective (see Table 6 and Table 7).
However, the quality factor methods, beside of tolerating
missing modalities, are able to magnify or reduce the influ-
ence of each modality depending on how informative each of
them is. Given that there are simpler mechanisms that achieve
better results that the Embracenets, both when using every
modality and only some of them, and the fact that these meth-
ods, specifically Embracenet+, proved to be particularly slow
in terms of evaluation time (which also makes it inappropriate
for in situation where hardware resources for processing are
very limited), it appears that the quality factor methods are
preferable.

Among the quality factor methods, although DeepFusion
achieves the best accuracy in many of the scenarios tested,
it uses Cross-Modality as one of its modules, and given this
method’s extreme dependency on a single modality, until
further experiments are carried out to determine why this
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happened, it will remain a possibility that the low perfor-
mance of Cross-Modality when certain modalities are miss-
ing, at least in this context, could affect DeepFusion when
using the method in similar circumstances. Additionally,
when DeepFusion’s results are better that those of Weighted
Combination, they are only marginally better, which may not
justify the additional computations (DeepFusion’s evaluation
time is approximately the double of Weighted Combina-
tion). Between Weighted Combination and Self-Attention,
the choice is more complicated: both achieve some of the best
results, and each of them has its merits. Self-Attention has a
really low variance, which is a sign of stability, and its average
evaluation time proves it is particularly fast when processing
samples, specially when compared to Weighted Combination.
But this last method shows a better tolerance to missing
modalities, as it has better accuracy and F1 values both when
audio or text are missing (the two most accurate modalities).
Its results when text is missing are 1% better than those of
Self-Attention, which is more than the usual difference in the
metrics between these methods, and indicates a lesser degree
of dependency on the most accurate modality.

The decision on which one is the better method is then
tied to the context and set of circumstances in which one
plans to implement the methods, since both proved to be
more than adequate at the task of emotion recognition using
face, audio, and text. Even in a specific field, like social
robotics, one should consider additional details about the
situation to make this decision: Weighted Combination may
be more suited to robots deployed at big events with lots of
noise and movement, like parties or stadium activities, like
concerts or sports while Self-Attention could be more useful
for museums, libraries or even daily house life, since in these
contexts information may not go missing as frequently and
in consequence, better response times may be preferable to
better tolerance against missing modalities.

Since all models were trained and tested only on the [EMO-
CAP dataset, they were only tested on a single variant of
the problem of emotion recognition (considering different
datasets as different variants). This limits the scope of the con-
clusions and makes it more difficult to make generalizations
on the behavior of these models for the problem of emotion
recognition. Moreover, IEMOCAP data were collected under
controlled conditions, and although this dataset has histori-
cally been very useful in this field of study [5], additional tests
are needed on “in the wild” datasets to determine whether
this methods manage to achieve a comparable level of success
when the data distribution and other factors (like the percent-
age of missing data) more closely resemble those one would
expect in application contexts in which multimodal fusion
methods would be deployed (e.g., interacting with people in
museums or hospitals).

Furthermore, as mentioned in Section III, the unimodal
architectures selected to feed the fusion methods are not
ideal with implementations based on RNN that fuses the data
from the different modalities, as the models used for audio
and text do not produce a sequential output. This situation
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prevented methods that heavily relied on recurrent networks
from being featured in the comparisons made in this study,
despite being one of the most researched approaches to this
problem [34], [35].

VI. CONCLUSION

In this paper a strategy to make comparisons between dif-
ferent fusion methods is described. It specifically allows
comparing different fusion methods in terms of performance
metrics, such as accuracy, F1-score, average evaluation time,
and behavior in the training process. Nine methods (MLP
simple, Attention MLP, DeepFusion, Weighted Combination,
Cross-Modality, Tensor Fusion, Embracenet, Embracenet+-,
and Self-Attention) are compared to determine which among
them is the best in the context of the emotion recognition and
their potential use cases. The same experimental conditions
to test method are considered —i.e., the selection of the same
dataset IEMOCAP) and unimodal models (face, audio, and
text).

In order to evaluate the tolerance of models to missing
modalities, experiments in two scenarios are considered:
using all available modalities and purposefully suppressing
the information of one of the modalities. From the results,
it was determined that the methods that use a quality factor (a
form of attention), behave better, specifically Weighted Com-
bination and Self-Attention, methods that frequently topped
the metrics calculated in the different scenarios. The most
suitable method depends on the circumstances in which they
are used. Self-Attention remarkable stability and speed may
be more adequate in certain contexts (like museums or small
gatherings), but Weighted Combination results when modal-
ities are missing (even the most accurate ones) may make
it more useful in other contexts where missing modalities
are more frequent (like concerts and sport events). Also, the
quality factor methods internally use a ‘“‘quality ranking”
which allows them to determine which available modality is
the most informative, and that MLP based methods are too
sensible to common problems, such as dataset imbalance or
missing modalities. Additionally, results show that the text
modality is the most important for the final classification, as it
is the only one whose absence causes a sharp drop in results.

As future work, we plan to test the studied fusion models
on a more balanced dataset, to determine the extent to which
the imbalance in the dataset affects their performance. Also,
we will test them on emotion recognition “in the wild”
datasets, as IEMOCAP’s data was collected under controlled
conditions in a laboratory. Thus, we will show the usefulness
of deploying these methods in a non-controlled environment.
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