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1 Introduction

Seasonal to decadal climate prediction is a very active area 
of research (e.g. Kirtman et al. 2013) born from a strong 
societal demand. Its physical principle is based on the 
long inertia of a few components of the climate system, 
and notably the ocean, which may lead to longer climate 
predictability than the atmosphere only. Indeed, predict-
ability in the atmosphere circulation is believed to last up 
to 2 weeks at most (Lorenz 1963, 1969), while climate 
model experiments show predictability of the ocean circu-
lation up to a decade ahead (e.g. Keenlyside et al. 2008; 
Msadek et al. 2010; among many others). Given the poten-
tially large impact of ocean circulation on sea surface tem-
peratures—SST (McCarthy et al. 2015) and therefore on 
regional climate (Goldenberg et al. 2001; Sutton and Hod-
son 2005; Zhang and Delworth 2006; Sutton and Dong 
2012; Peings and Magnusdottir 2014; Buchan et al. 2014), 
the ocean circulation predictability may lead to climate pre-
dictability in specific regions.

The recent progresses of oceanic observations and rea-
nalyses enable the initialization of the ocean component of 
the climate system, which is of primary importance for rel-
evant predictions. Yet for climate, as for weather prediction, 
small differences in the initial state may evolve into con-
siderably different states. This sensitivity implies to take 
a very specific care of the initial condition uncertainties 

Abstract  A set of four ensemble simulations has been 
designed to assess the relative importance of atmospheric, 
oceanic, and deep ocean initial state uncertainties, as rep-
resented by spatial white noise perturbations, on seasonal 
to decadal prediction skills in a perfect model framework. 
It is found that a perturbation mimicking random oceanic 
uncertainties have the same impact as an atmospheric-only 
perturbation on the future evolution of the ensemble after 
the first 3 months, even if they are initially only located in 
the deep ocean. This is due to the fast (1 month) perturba-
tion of the atmospheric component regardless of the initial 
ensemble generation strategy. The divergence of the ensem-
ble upper-ocean characteristics is then mainly induced by 
ocean–atmosphere interactions. While the seasonally vary-
ing mixed layer depth allows the penetration of the differ-
ent signals in the thermocline in the mid-high latitudes, 
the rapid adjustment of the thermocline to wind anomalies 
followed by Kelvin and Rossby waves adjustment domi-
nates the growth of the ensemble spread in the tropics. 
These mechanisms result in similar ensemble distribution 

 * Agathe Germe 
 agathe.germe@locean-ipsl.upmc.fr

1 LOCEAN Laboratory-IPSL, Sorbonne Universités  
(UPMC, Univ Paris 06)-CNRS-IRD-MNHN,  
4 place Jussieu, 75005 Paris, France

2 Ocean and Earth Science, University of Southampton, 
Southampton, UK

3 Climate and Environmental Physics and Oeschger Centre 
for Climate Change Research, University of Bern, Bern, 
Switzerland

4 Environnements et Paléoenvironnements Océaniques et 
Continentaux (EPOC), UMR CNRS 5805 EPOC - OASU -  
Université de Bordeaux, Allée Geoffroy Saint-Hilaire, 
33615 Pessac, France

http://crossmark.crossref.org/dialog/?doi=10.1007/s00382-016-3078-7&domain=pdf


354 A. Germe et al.

1 3

in order to perform reliable near-term climate predictions. 
Nevertheless, the impact of oceanic uncertainties on those 
predictions has been poorly investigated so far.

Given its relative accessibility, the surface of the ocean 
has always been the most observed part of the ocean. This 
has been strongly reinforced since the satellite era. Even 
so, disparities remain between different datasets of SST 
(e.g. Kennedy 2014). At intermediate depth, the Argo 
floats measurements have strongly improved estimates of 
the ocean mean state and, to a lesser extent, variability, 
but here again, strong uncertainties remain (e.g. Abraham 
et al. 2013). Prior to the 2000s, the intermediate depths 
were sparsely observed. The deep ocean (below the Argo 
float sampling, i.e. 2000 m) is still sparsely observed today. 
Because of the supposed weak decadal variability at such 
depths, it is commonly assumed that this should not affect 
decadal prediction studies. However, Sévellec and Fedorov 
(2013) demonstrated the strong sensitivity of the upper 
ocean temperature to small density disturbances in the deep 
ocean on decadal timescales. This result thus suggests that 
the deep ocean uncertainties might in fact be a strong limi-
tation for near-term climate predictions. Ultimately, ocean 
observations uncertainties lead to strong disparities among 
the reanalyses commonly used to initialize the ocean com-
ponent for near-term climate predictions (e.g. Ray et al. 
2014; Born et al. 2015; Karspeck et al. 2015), thereby lim-
iting their robustness (Kröger et al. 2012; Bellucci et al. 
2013).

In near-term climate predictions, as for seasonal pre-
dictions, initial condition uncertainties are acknowledged 
by performing an ensemble of predictions. In principle, 
the way the ensemble is generated should reflect the ini-
tial state uncertainties. It may impact its future evolu-
tion, and therefore the predicted state and its reliability. 
Several techniques among the wide range of methods 
explored in seasonal prediction (Stockdale et al. 1998; 
Stan and Kirtman 2008) have been used so far. Com-
mon methods consist in adding random perturbations or 
perturbation patterns assessed by singular vectors, to the 
atmospheric state. These methods have also been exten-
sively used for near-term predictions (Griffies and Bryan 
1997; Pohlmann et al. 2004; Collins et al. 2006; Swinge-
douw et al. 2013; Persechino et al. 2013; Hazeleger et al. 
2013). Yet, as they do not take into account oceanic uncer-
tainties, these techniques, which are optimized for the 
short-term, may give only an upper limit of predictabil-
ity at interannual to decadal timescales. They may thus 
yield under-dispersed predictions, which might therefore 
be poorly reliable. In more recent studies, several tech-
niques, such as using lagged atmospheric and oceanic 
states (Smith et al. 2007; Baehr and Piontek 2014), differ-
ent oceanic reanalysis datasets (Du et al. 2012; Pohlmann 
et al. 2013; Müller et al. 2014), fast-growing perturbation 

patterns assessed by a breeding technique (Ham et al. 
2014; Baehr and Piontek 2014) or anomaly transforms 
(Romanova and Hense 2015), have been proposed to take 
into account oceanic uncertainties. Unfortunately, very 
few analyses focused on the divergence of the ensemble 
itself to give insight on the impact of using one method or 
another. As one of the few, Du et al. (2012) investigated 
the impact of atmospheric-only (daily lagged method), 
oceanic-only (different reanalysis datasets) and com-
bined ocean–atmosphere initial state perturbations. They 
showed that for atmospheric variables such as precipita-
tion or 2-m temperature, there is no noticeable impact of 
the perturbation technique. On the other hand, they found 
that oceanic perturbations have an impact on the ensem-
ble characteristics of oceanic variables. This is consistent 
with findings of Stan and Kirtman (2008), who showed 
that uncertainties in oceanic initial conditions is a domi-
nant limiting factor for ENSO predictability in compari-
son to the noise due to internal dynamics of the atmos-
phere. More recently, Baehr and Piontek (2014) found 
an improved reliability of their ensemble for timescale 
from 1 month up to 3 years with the implementation of 
oceanic bred vectors as compared to lagged initializa-
tion. Romanova and Hense (2015) found that temperature 
disturbances might play a major role in the growth of the 
ensemble spread compared to perturbations in salinity 
field or zonal and meridional velocity fields. However, the 
added value of their technic compared to the previously 
mentioned methods still needs to be investigated.

Here, we investigate the impact of accounting for 
oceanic initial state uncertainties versus the classical 
approach accounting for atmospheric state uncertainties 
on the predictability of the climate system in a perfect 
model framework. Initial shock or drift, resulting from 
initialization toward the observations (Sanchez-Gomez 
et al. 2015) and the existence of inherent model biases, 
likely impact the ensemble mean and spread and therefore 
the prediction and its reliability. The perfect model frame-
work enables us to investigate the effects of the initial 
perturbations (i.e. the uncertainties) without any distur-
bance from initial shock or drift on the ensemble behav-
iour. In particular, the impact of the vertical repartition of 
the oceanic uncertainties—the deeper ocean being much 
less observed than the upper ocean—is examined. Sev-
eral ensembles using different perturbation strategies, all 
based on white noise perturbations of the oceanic temper-
ature and further described in the Sect. 2, are performed. 
We use random white noise perturbation in the aim of 
evaluating the impact of perturbations built up without 
any a priori information on the ocean state, dynamics or 
uncertainties. This first step constitutes a robust bench-
mark for future perturbation analyses taking into account 
further knowledge of the ocean dynamics and oceanic 
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uncertainties in the real word. In Sect. 3, the following 
issues are addressed: (1) How do the oceanic and atmos-
pheric initial perturbations spread in the climate system 
along the forecast range? (2) What is the impact on the 
predictability assessment? Conclusions are given in the 
final section.

2  Methods

2.1  Model

We use the IPSL-CM5A-LR climate model (Dufresne 
et al. 2013), which was used for several decadal predic-
tion studies in a perfect model context (Persechino et al. 
2013; Servonnat et al. 2014) as well as in historical condi-
tions (Swingedouw et al. 2013; Séférian et al. 2013; Ray 
et al. 2014; Mignot et al. 2015). The atmospheric gen-
eral circulation model LMD5A (Hourdin et al. 2013) has 
1.875° × 3.75° horizontal resolution and 39 vertical levels. 
It is coupled with the oceanic model NEMOv3.2 (Madec 
2008) in the ORCA2 configuration corresponding to a 
nominal resolution of 2°, enhanced over the Arctic and sub-
polar North Atlantic as well as around the Equator. There 
are 31 vertical levels for the ocean with the highest resolu-
tion in the upper 150 m. It includes the sea ice model LIM2 
(Fichefet and Maqueda 1997) and the biogeochemistry 
model PISCES (Aumont and Bopp 2006). The coupling 
between oceanic and atmospheric models is achieved using 
OASIS3 (Valcke 2006). The reader is referred to the special 
issue of Climate Dynamic (vol 40, issue 9–10) for analysis 
of various aspect of this climate model. The performance 
of the oceanic component in the coupled model is also dis-
cussed in Mignot et al. (2013).

2.2  Protocol

We consider the 1000-year long pre-industrial control sim-
ulation (thereafter CTL), which has been performed with 
the IPSL-CM5A-LR model. It starts from a former spin-
up phase of a few thousands years. Its first year is arbi-
trary labelled 1800. We consider a portion of 20 years of 

this simulation, selected because it comprises an extreme 
AMOC event at year 2071 (Persechino et al. 2013; Ortega 
et al. 2015). Four 10-member ensembles are gener-
ated from the 1st January 2056 of CTL, 15 years before 
the 2071 AMOC peak. All ensembles are integrated for 
20 years and use the same constant external conditions. The 
ensembles differ by the generation strategies, which have 
been designed to address the specific questions introduced 
above (see Table 1 for a summary).

One atmospheric perturbed ensemble (ATM hereafter) 
is generated by adding an anomaly randomly chosen in the 
interval ±0.05 K to the SST field passed to the atmosphere 
during the first coupling time step, which corresponds to 
the 15P ensemble described in Persechino et al. (2013). A 
second ensemble (3D) is generated by adding a Gaussian 
white noise on the three-dimensional oceanic temperature 
field. This white noise has a standard deviation (STD) of 
3.5 × 10−3 K scaled by the relative volume of each grid 
cell. This procedure ensures a spatially homogeneous 
variance despite the irregular grid, meaning that the white 
noise characteristics (i.e. mean and STD) are the same for 
water parcels of identical volume whatever the discretiza-
tion of the parcels. Note that consequently, this procedure 
addresses the question of the impact of oceanic perturba-
tions on an ensemble evolution, but not the one related to 
the vertical profile of oceanic uncertainties. The latter is 
addressed in a different way described further down. In the 
3D ensemble, anomalies in the North Atlantic are typically 
within ±0.05 K at the surface, and ±0.008 K at 3000 m 
depth, where the grid cells are the largest. The 3D10 
ensemble is the exact replication of 3D but the initial per-
turbation of the ocean temperature field has been multiplied 
by a factor 10. A 3D100 ensemble has also been generated 
following the same logic. It yields similar results as 3D10, 
demonstrating saturation of the initial uncertainties impact, 
and it is thus not shown here. Finally, in the aim of tak-
ing into account the sparseness of oceanic observations in 
the deep ocean as compared to the intermediate and surface 
ocean and evaluating the impact of this on the prediction, a 
third oceanic perturbed ensemble (DEEP hereafter) corre-
sponds to the 3D perturbation field restricted below 2000 m 
depth (i.e. below the standard ARGO floats sampling) with 

Table 1  Summary of the characteristics of the four different ensembles

When referring to any ensemble, the term DEC is used in contrast to CTL

Ensemble name Initial perturbed field Number of members Start date Length

ATM Coupler SST 10 1st January 2056 20 years

3D 3D oceanic temperature – – –

3D10 3D oceanic temperature – – –

DEEP Deep 3D oceanic temperature (below 2000 m) – – –
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no perturbation above 2000 m depth. Note that the three 
oceanic perturbed ensembles (3D, 3D10 and DEEP) share 
the exact same white noise patterns aside the already men-
tioned differences (scaling in 3D10, masking in DEEP). 
This ensures that differences among these ensembles do not 
arise from round off errors in the initial state. Furthermore, 
in accordance with real oceanic uncertainties, none of these 
perturbations (3D, 3D10, or DEEP) is density compensated 
in salinity. When referring to the decadal ensembles in gen-
eral, the abbreviation DEC will be used.

The zero-centred white noise perturbation technique 
assumes that the initial state is perfectly known in term of 
accuracy but with imperfect precision. Thus, no conclu-
sion can be made here on the impact of a bias of the ini-
tial state on the prediction from our experiments. Such a 
pattern of uncertainties can arise from a perfectly homoge-
neous measurement survey of the oceanic state by instru-
ments having perfect accuracy, but imperfect precision, 
for instance. Even though such a perfect oceanic state 
assessment is far from being achieved, it remains an objec-
tive of ocean survey. Our analysis gives an insight on oce-
anic uncertainties impact on climate predictability in this 
context.

3  Potential predictability

We use the prognostic potential predictability (PPP) as 
defined by Pohlmann et al. (2004) to investigate the impact 
of the ensemble strategy on the predictability. This is com-
puted as:

where σDEC(t) is the ensemble STD referring to the 
ensemble mean, and σCTL the temporal STD from CTL 
experiment. Figure 1 show the significant PPP of the SST 
for 2–5 years forecast range according to a Fisher test 
(F-test) at the 99 %-confidence level. These PPP values 
being assessed from one starting date only, we used such 
a high confident level in order to give robust conclusions 
on local PPP. The general pattern of the PPP is found to 
be very similar among the ensembles, highlighting the 
high PPP in the subpolar North Atlantic Ocean in con-
trast to the rest of the ocean (Fig. 1). This global pattern is 
in accordance with findings of Pohlmann et al. (2004) in 
another climate model. Note that, in this model using the 
exact same ensemble (ATM), the sensitivity of the PPP 

(1)PPP(t) = 1−
σDEC(t)

σCTL
,

(a) (b)

(c) (d)

Fig. 1  PPP of SST at 2–5 year forecast range, for a ATM, b 3D, c DEEP and d 3D10. White areas indicate non-significant PPP according to a 
F-test at 99-confidence level. In b–d black dotted areas indicate PPP significantly different from the PPP in ATM at the 99-confidence level
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to the start date has been shown to be weak in this region 
by Persechino et al. (2013, specifically their Figure 9b), 
thereby giving confidence to the robustness of this figure. 
Other regions appear to be potentially predictable, but these 
regions differ from one ensemble to the other and the pat-
terns are generally noisy and patchy. Apart from few excep-
tions, differences with the ATM ensemble are not signifi-
cant (dark dotted areas in Fig. 1) suggesting that they are 
not robust. Similar results (not shown) are found for the 
temperature averaged in the upper 300 m, which has been 
shown to be more appropriate to look at predictable fluc-
tuations on decadal time scale by Branstator and Teng 
(2010). The most striking exception regarding the SST is 
the high PPP obtained in the Arctic Ocean, as well as the 
Weddell Sea for 3D and not for the other ensembles. These 
areas are mainly located under perennial sea ice where the 
SST remains very close to the freezing point with a very 
weak variability. Therefore, the PPP should be taken very 
cautiously in these regions. In order to increase the signal-
to-noise ratio and thus the reliability of our conclusions, 
we consider the time evolution of the ensemble mean and 
spread of the annual SST integrated over the Arctic Ocean 
(Fig. 2a, b). The four ensembles exhibit similar behaviour 
with no significant difference for 3D. For the four ensem-
bles, the ensemble spread is not significantly smaller than 
the CTL STD (Fig. 2b), thus leading to no significant PPP 
of the SST in this region. In Fig. 1, other significant differ-
ences with ATM are found in the Southern Ocean south of 
Africa in 3D10, or south of Australia in 3D. However, they 
concern very small and patchy regions and will thus not be 
analysed further.

As indicated above, the significant PPP in the subpolar 
North Atlantic Ocean is robust across the four ensembles. 
The PPP of the annual SST integrated over the Atlantic 
subpolar region (40–70°N) remains high during the first 
10 years of forecast range (not shown) in all ensembles, 
and this is also the case for the SST averaged over the 
whole North Atlantic (Fig. 2d). The high predictability in 
the North Atlantic is suggested to be related to the Atlan-
tic meridional overturning circulation (AMOC) in many 
studies (e.g. Msadek et al. 2010) and more specifically in 
our model (Persechino et al. 2013; Mignot et al. 2015). In 
accordance with these studies, the AMOC exhibits signifi-
cant predictability up to 10 years ahead for all ensembles, 
and even up to 20 years in ATM (Fig. 2f). The temperature 
averaged in the intermediate and deep ocean (300 m to the 
bottom, T300) exhibits significant predictability over a 
timescale of at least 20 year (Fig. 2h). However, the PPP 
in ATM is not found to be significantly different from the 
PPP in oceanic perturbed ensembles, neither on the AMOC 
nor on SST or T300 average. No clear impact can be found 
either in terms of ensemble mean according to a t test of the 
95 % level except for few randomly distributed lags, likely 

due to the insufficient number of members for robust statis-
tics. This confirms the lack of clear impact of the perturba-
tion strategy on the predictability assessment.

Several conclusions can be drawn from these results. 
Firstly, oceanic uncertainties as simulated by a white noise 
perturbation of the temperature field do not lead to higher 
spread of oceanic indices than atmospheric perturbations 
only. This does not depend on the tested amplitudes of the 
perturbation, since 3D, 3D10 and 3D100 (not shown) lead 
to similar quantitative result. Secondly, on interannual to 
decadal timescales, the deep ocean anomalies perturb the 
system as efficiently as the full ocean or the atmosphere. 
This contradicts the idea that the slow and weakly variable 
deep ocean should only lead to a slow and weak divergence 
of the ensemble. To understand the similarities of the four 
ensembles behaviour, the following section describes the 
error growth due to the initial perturbation into the system 
at short time scales (from daily to monthly).

4  Error growth analysis

4.1  Surface

To investigate the rapid response of the atmosphere and 
oceanic surface to each perturbation, we consider the daily 
evolution of the error growth of sea level pressure (SLP), 
SST and oceanic temperature at 100 m depth (T100). 
Because daily values could be saved for one member only 
for each ensemble, the commonly used ensemble spread is 
not available and we thus consider the daily evolution of 
the Euclidean distance (hereafter norm) between the per-
turbed (one DEC member) and the unperturbed (CTL) vari-
able fields (Fig. 3). This can be mathematically written as:

where Stot is the total surface of the global ocean, dS is the 
unit surface, and XDEC and XCTL are the considered vari-
able (e.g. SLP, SST or T100) in one member of any DEC 
ensemble and in CTL, respectively. The so-defined norm 
ε(t) gives an assessment of the error between the perturbed 
and unperturbed (CTL) simulations. The upper expected 
limit of this norm is 

√
2 times the norm of the daily stand-

ard deviation field of the de-seasonalized variable X in 
CTL. The 

√
2 factor is explained by the variance of a dif-

ference between two time series being the sum of vari-
ance of each time series. As each time series (XDEC(t) and 
XCTL(t)) have the same variance in our case, it implies a 
factor of two.

Figure 3 shows the time evolution of this norm dur-
ing the first 3 months for the SLP (a), and during the 

(2)ε(t) =

√

1

Stot

∫

Stot

(XDEC(t)− XCTL(t))
2
dS,
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first year for the SST (b), and T100 (c). The SLP error 
growth (Fig. 3a) increases very slowly during approxi-
mately the first 10 days. A clear break is then noticeable 

from which it increases rapidly until approximately day 
30, after which it saturates. The strong increase in the 
error between the perturbed simulations and the control 
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Fig. 2  a, c, e, g Ensemble mean of the SST averaged over the Arc-
tic Ocean delimited by the Bering strait, the Fram strait, and the Bar-
ent sea opening (1st row), the SST averaged over 0–60°N (2nd row), 
the AMOC defined as the maximum value of the zonal mean stream 
function in [0–60°N, 500–2000 m] (3rd row), and the North Atlantic 
mean temperature averaged over 300 m to the bottom (4th row), as a 
function of lead-time. The black and dashed lines correspond to the 
whole CTL time series (1000-year long) average and one STD inter-
val respectively. b, d, f, h Ensemble spreads, computed as the ensem-
ble STD from the ensemble mean, as a function of lead-time. The 
black dashed line corresponds to the STD of CTL. Full circles cor-

respond to values significantly different from the CTL STD according 
to a Fisher test at the 95-confidence level. The number of degrees of 
freedom of the ensemble spread estimation is taken as 9 considering 
each member as independent, while for CTL it is computed taking 
into account the autocorrelation of the time series (Bretherton et al. 
1999). All indices are smoothed by a 3-year running mean before the 
ensemble mean and STD are computed. In b–h black crosses corre-
spond to ensemble mean and spread significantly different from the 
one of ATM, according to a 95-confidence level Student and Fisher 
test respectively
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Fig. 3  Daily time series of the Euclidean distance between the per-
turbed (one DEC ensemble member) and unperturbed (CTL) simula-
tions for the SLP (a), SST (b), and T100 (c). The SST is taken as the 
ocean temperature in the first depth level, which is 10 m thick. The 
black thin line corresponds to the natural variability of the tempera-

ture anomalies, assessed as 
√
2 times the Euclidean norm of the CTL 

daily STD field once the seasonal cycle removed. Note that the 
√
2 

factor is explained by the variance of the difference between two time 
series of the same variance being twice the variance of the time series
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Fig. 4  ATM (1st row), 3D (2nd row), 3D10 (3rd row), and DEEP 
(4th row) SST anomaly field referring to CTL at 5 (1st column), 30 
(2nd column) and 180 (3rd column) days forecast range. The SST 

anomaly field is normed by 
√
2 times the CTL daily STD field once 

the seasonal cycle removed
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after 10 days is consistent with the well-known weather 
predictability limit being around 2 weeks (Lorenz 1969; 
Buizza 2010). Similar timescale has also been found in 
an atmospheric model (J. Annan and W. Connolley, pers. 
com.). Interestingly, this error growth behaviour and this 
timescale are similar regardless of the initial perturbation 
strategy. It is even the case for DEEP, where the initial 
perturbation did not concern the surface of the ocean, 
and thus one would have expected a delayed impact on 
the atmosphere. Yet, even though the perturbation of the 
oceanic surface fields on very short timescale may be 
less intuitive in DEEP, it can be explained from simple 
dynamical considerations. For instance, consider a case 
with a temperature anomaly applied in only one grid cell 
(called C hereafter) at the bottom of the ocean. At the first 
time step, because of the pressure anomaly induced by the 
temperature anomaly, a dynamical adjustment leads to 
an anomalous horizontal current between cell C and the 
adjacent cells on the horizontal. Due to mass conservation 
under incompressible assumption in the model, the 3D 
divergence of the velocity field is null, so that a vertical 
anomalous velocity is generated in the entire water col-
umn above cell C and the adjacent cells. These vertical 
motions induce an anomalous vertical advection up to the 

surface where it creates (as in the rest of the water col-
umn) a temperature anomaly during the first numerical 
model time stepping and an impact on atmospheric sur-
face fields after the first coupling time step (i.e. 1 day). 
This indicates that surface fields can be expected to 
be modified by the end of the first model day in all the 
ensembles, including DEEP. Figure 3b shows that on the 
first day of simulation, the SST norm is distributed as 
expected from the perturbation strategies of the oceanic 
initial state, that is ε3D10 > ε3D > εDEEP. εATM and εDEEP 
are initially very small (~3.6 × 10−5 °C), but different 
from zero as anticipated. As indicated in Sect. 2, note that 
there is no round off errors in the restart files of DEEP 
compared to the ones of CTL above 2000 m, meaning that 
this very small error is, indeed, coming from a response to 
the deep perturbation. This initial perturbation then trans-
mits to the atmosphere.

At the weekly to monthly timescale, the SST error 
growth exhibits roughly the same feature as for the SLP, i.e. 
a slow increase followed by a very fast error growth toward 
the saturation value. However, unlike for the SLP, the SST 
fast error growth ends around day 60 while the saturation 
value is reached around day 180. In between, an additional 
regime with slower SST error growth can be identified, and 

(a) (b)

(c) (d)

Fig. 5  Hovmöller diagram of the spatially averaged oceanic tem-
perature ensemble spread as a function of depth and lead-time (in 
months). The temperature is horizontally averaged over the North 
Atlantic zonal band [30°N–40°N] at each depth. The ensemble spread 
is normalized by the STD in CTL for the corresponding climato-

logical month and depth. The black line corresponds to the ensem-
ble mean of the averaged mixed layer depth over the same domain. In 
b–d, the cyan dots highlights the areas where the ensemble spread is 
significantly different from the one of ATM according to a Fisher test 
at 95-confidence level
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attributed to the integration effect of the ocean. This regime 
is more prominent at depth as the influence of the atmos-
phere decreases, as evidenced for T100 (Fig. 3c) which 
exhibits a slower error growth, indicative of an integration 
of the surface error growth.

As for the SLP, SST and T100, error growth does not 
depend on the ensemble generation strategy. Figure 4 illus-
trates the spatial distribution of the SST error growth dur-
ing the three main regimes that are (1) the first low rate 
increase of the norm (day 5, 1st column), (2) the fast error 
growth regime (day 30, 2nd column), and (3) the error 
growth saturation (day 180, 3rd column). It confirms that 

the spread of all ensembles exhibit similar behaviour also 
in terms of spatial distribution and the perturbation strate-
gies cannot be distinguished from one another once the fast 
error growth has started.

To conclude, all perturbation strategies result in a rapid 
(less than a month) spread of the SST and SLP at the global 
scale. The fast error growth initiated by oceanic perturba-
tion for 3D, 3D10 and DEEP, is mainly taken over by the 
atmospheric component. This error growth slows down in 
deeper layers where the daily time scale is less relevant. 
Thus, we now investigate the time evolution of the ensem-
ble spread in the interior ocean at the monthly time scale.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 6  ATM (1st row), 3D (2nd row), 3D10 (3rd row), and DEEP 
(4th row) ensemble spread of the oceanic temperature at 140 m depth 
at 1 (1st column), 6 (2nd column) and 13 (3rd column) months fore-
cast range. The ensemble spread in normed by the STD of January 

(1st and 3rd columns) and June (2nd column) interannual oceanic 
temperature field in CTL. In a, d, g and j, the cyan dots highlights the 
areas where the ensemble spread is significantly different from the 
one of ATM according to a Fisher test at 95-confidence level
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4.2  Water column

In the aim of identifying which part of the water column 
exhibits the strongest divergence and how this divergence 
evolves, we look at the monthly ensemble spread of spa-
tially averaged oceanic temperatures for each vertical level 
of the ocean model. In order to take into account the strong 
disparities of the temperature temporal variability at differ-
ent depths, and thus expected disparities in the ensemble 
spread, the STD computed in CTL for the corresponding 
climatological month and vertical level normalizes the 
latter. Figure 5 shows a Hovmöller plot of this ratio aver-
aged in the zonal band 30–40°N in the Atlantic for each 
ensemble. As for shorter timescales, all ensembles exhibit 
the same pattern of time-depth evolution for the monthly 
temperature spread. The spread ratio remains very weak 
in the deep ocean (below 800 m in the area shown in 
Fig. 5) during the whole 20-year long integrations, despite 
a slow increase (not visible in the figure). At the surface 

and at intermediate depths, the spread growth is relatively 
fast, consistently with Fig. 3 and much stronger. It devel-
ops after the first 3 months, primarily at the surface, and 
a propagation pattern from the surface toward the ocean 
interior follows during the next fall/winter. This penetra-
tion pattern occurs in the four DEC ensembles without any 
strong differences due to the initial perturbation strategy. 
This cycle is repeated each fall/winter, and the penetration 
is associated with the winter Mixed Layer (ML) deepen-
ing (black lines in Fig. 5). Note that the ensemble spread 
of the ML depth itself is weak (not shown) indicating that 
the same depths are ventilated in each member. The fact 
that the ratio increases from the surface suggests that the 
spread comes initially from ocean–atmosphere interactions. 
Thus, we conclude that the temperature error growth at 
depth results from modified water mass characteristics in 
the mixed layer through air-sea interactions, which are then 
ventilated in the ocean interior. The 30–40°N zonal band 
in the Atlantic corresponds to the subtropical mode water 

Fig. 7  ATM ensemble spread of the oceanic temperature at the sur-
face (1st column) and 140 m depth (2nd column) for the first January 
(1st row), March (2nd row), May (3rd row), and July (4th row). The 

ensemble spread in normed by the STD of January (1st and 3rd col-
umns) and June (2nd column) interannual oceanic temperature field in 
CTL (same as in Fig. 6)
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subduction where, after the seasonal ventilation, the newly 
formed water masses are capped by the seasonal thermo-
cline, and can be advected away from the formation area 
(e.g. Hanawa and Talley 2001; Kolodziejczyk et al. 2015), 
leading to divergence among ensemble members in the 
ocean interior possibly affecting surrounding latitudinal 
bands after the first year.

Except for the equatorial band, similar penetration pat-
tern can be identified in every zonal band of the North 
Pacific and North Atlantic oceans (not shown), yet with a 
propagation depth and time depending on the latitude. This 
depth corresponds to the ML maximum seasonal deepen-
ing. In the equatorial band, no vertical propagation pattern 
can be identified in accordance with the very weak ML sea-
sonal cycle there. Figure 6 shows the spatial distribution 
of the error growth computed as in Fig. 5 at 140 m depth 
and three different time steps for the four ensembles. This 
depth has been chosen as it is sensible to the seasonal ven-
tilation in the mid latitudes and crosses the thermocline in 
the equatorial Pacific. This figure highlights the contrast 
between tropical and mid-latitudes regions, the spread 
growing faster in the first ones as compared to the second 
ones during the first year, whatever the initial perturbation 
strategy is (Fig. 6, 2nd column). At mid-latitudes, the spa-
tial structure emphasizes the rapid divergence in areas of 
strong temperature and salinity horizontal front, such as 
western boundary currents and the Antarctic circumpolar 
current in the South Hemisphere (Fig. 6, 2nd and 3rd col-
umn). In the tropical areas, it rather exhibits a zonal pat-
tern, with fastest error growth along the equator and around 
10°N and 10°S. This structure is especially clear in the cen-
tral Pacific Ocean and suggests that the error growth comes 
from Kelvin (equatorial band) and Rossby (10°N and 10°S) 
waves propagation (Philander et al. 1984). It grows rapidly 
and can be clearly identified after only 2 months as shown 
in Fig. 7 (2nd column) for ATM. In contrast to extratropi-
cal regions, at these locations, the spread remains weaker 

at the surface (Fig. 7, 1st column). This contrast between 
the surface and the subsurface further suggests a wave 
adjustment, which move preferably along the subsurface 
thermocline. Furthermore, the zonal contrast in the subsur-
face Pacific Ocean reflects the zonal slope of the thermo-
cline, the larger spread being found where the thermocline 
crosses the 140 m isodepth (in the centre of the basin in the 
IPSL-CM5A-LR model, not shown).

The oceanic perturbed ensembles (i.e. 3D, 3D10 and 
DEEP) exhibits no significant difference compared to ATM 
except for the first month (Fig. 6, 1st column) where the 
differences still reflect the different initial perturbation 
strategies. Therefore, atmospheric only perturbations are 
sufficient to trigger this error growth. This is in accord-
ance with the observed rapid adjustment of the thermocline 
coming from wind anomalies (Johnson and McPhaden 
1993; Kessler et al. 1995). Then, the perturbation along 
the thermocline propagates following Kelvin and Rossby 
waves adjustment.

To summarize, the ensemble spread of the oceanic com-
ponent is mainly driven by the atmosphere, with two dis-
tinct mechanisms propagating the signal into the upper 
ocean interior: while the seasonal ML deepening dominates 
in the mid and high latitudes, thermocline adjustment to 
wind anomalies dominates in the tropics.

5  Discussion and conclusions

Four ensembles generated with perturbations in their ini-
tial state at different locations, mimicking observational 
uncertainties, have been performed and analysed. We 
found that regardless of the location of initial perturba-
tion—atmosphere, ocean, or the deep ocean—it results in 
triggering the atmospheric error growth through the SST 
field within the first day. The atmospheric component error 
growth reaches its saturation value after roughly 1 month 

Atmospheric error 
growth

~10 - 30 days

synoptic instabilities

Ocean interior ventilation

Oceanic
 error growth

~1 year

SST perturbation
~1 oceanic time step

Initial oceanic 
perturbation

Fast dynamic 
response

Initial atmospheric 
perturbation

SAT perturbation
~1 day (coupling time 

step)

air-sea 
exchanges

SST error growth
~15 - 180 days

air-sea 
exchanges

Fig. 8  Schematic representation of the processes leading to dominant 
oceanic error growth identified in this analysis (large green  and blue 
arrows), and the associated time scales. This process, mainly driven 
by the atmospheric chaotic behaviour, might co-exist with an internal 

oceanic error growth, which was not identified in the present study 
due to the chosen perturbation pattern or the limited resolution of the 
oceanic component in the climate model, for instance
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of forecast. This atmospheric error growth, in turn, 
impacts SST through air-sea exchanges, which explain the 
SST error growth patterns that we have found in our dif-
ferent perturbed ensembles. Finally, in the mid and high 
latitudes, ventilation processes integrate the signal from 
the surface ocean to the interior, following the seasonal 
deepening of the mixed layer, on the time scale of a year. 
In the tropics, the ocean thermocline responds rapidly to 
perturbed wind forcing anomalies, producing out-of-phase 
Kelvin and Rossby waves that increase the ensemble 
spread in the thermocline. The error growth of the oceanic 
component is thus dominated by its response to the per-
turbed atmosphere. This is schematically summarized in 
Fig. 8. The high sensitivity of the atmosphere to the ini-
tial disturbances, and its dominant role in the initial error 
growth, results in a similar evolution of the system despite 
a different initial perturbation strategy. This explains the 
similar behaviour of the ensembles regarding interannual 
climate index evolution. One limitation of this study is that 
these results might depend on the chosen start date. Yet, 
according to Persechino et al. (2013), our start date exhib-
its a moderate AMOC predictive skill compared to the 
average of other different start dates. This suggests that, 
although some predictors have been identified regarding 
this peculiar start date, it is unlikely that these predictors 
strongly reduced the sensitivity to initial perturbations.

This analysis shows that oceanic uncertainties as rep-
resented by a white noise on the oceanic temperature field 
have no additional impact on the interannual behaviour of 
the ensemble, and therefore on the predictability assess-
ment, than an atmospheric-only perturbation. Nevertheless 
the mesoscale oceanic dynamics might play an important 
role in oceanic instability growth by dramatically increas-
ing the ocean sensitivity to initial conditions disturbances. 
Our results thus need to be confirmed with an eddy 
resolving oceanic component model. However, decadal 
experiments being very expensive in terms of computing 
resources, the moderate oceanic resolution of our model is 
not uncommon in near-term climate prediction analyses. 
Therefore, our analysis gives useful insight on the impact 
of oceanic initial perturbations in state-of-the-art decadal 
experiments.

The euclidian norm of the white noise initial perturba-
tion field used in this study goes from 0.005 °C for 3D 
to 0.05 °C for 3D10. These values are comparable to the 
norm of the perturbation field obtained by classical 1- and 
5-day lag perturbation, which are around 0.01 and 0.03 °C 
respectively (based on 1- and 5-day lag temperature field 
anomaly computed in CTL over the start date year, i.e. 
2056). However, despite these comparable values of the 
global anomaly field norm, the pattern of the perturbation 
differs strongly between the two methods. Indeed, the day 

lag perturbation field exhibits some large-scale anomalies 
typical of ocean dynamical features, such as waves and 
shifts of oceanic fronts (not shown). Taking into account 
our knowledge of the ocean dynamic and ocean uncer-
tainties (i.e. the imperfect accuracy of the initial state in 
addition to imperfect precision) would indeed imply to use 
spatial pattern of the perturbation differing from the white 
noise. Du et al. (2012) showed that oceanic perturbations 
obtained from using different oceanic reanalyses tend to 
increase the spread of oceanic variables in comparison to 
atmospheric-only perturbations. In their set up, the pat-
tern of initial perturbation anomalies most likely account 
for typical variability patterns of the ocean dynamics, the 
accuracy, as well as the precision of the initial state esti-
mation. In Romanova and Hense (2015), the anomaly pat-
tern account for ocean dynamics at a chosen time scale. 
As for the daily lag method and the use of different oce-
anic reanalyses, this procedure gives more importance to 
large-scale anomalies than small-scale ones, which is more 
likely to perturb the geostrophic balance of the large-scale 
circulation. On the contrary, the white noise used here 
gives the same importance to all scales by construction. 
Thus small-scale errors, which can be rapidly damped by 
mixing in the ocean, may be artificially overestimated at 
the expense of large-scale perturbations, which are likely 
to persist and thus to efficiently perturb the climatically-
relevant large-scale ocean dynamics. This difference of 
spatial frequencies might play a key role in the oceanic 
response in terms of spread. Further analyses are needed 
to characterize how the scale of initial perturbation affects 
the intensity of the spread of the oceanic component. More 
generally, we need to understand why, when, and how 
the direct oceanic error growth will be efficient enough 
to induce a larger oceanic error growth than the ocean–
atmosphere error growth mechanism identified in our 
study. In this aim, the use of oceanic optimal error growth 
perturbations as described in Sévellec and Fedorov (2013) 
is a promising perspective.
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