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EcSAAM: a model studying the acceptance and effect of virtual agents, holograms and robots 

on loneliness and quality of life, for elderly care in a context of Covid or social isolation 
 

 

Abstract 

We show the key role of the population of informal caregivers, the reason why the situation should worsen in the 

future, leaving more seniors not receiving enough social care. We show that virtual agents, holograms and robots 

might be possible complementary agents for human and elderly care. We also propose a reduced glossary for the 

virtual agents, retaining the clearest term of EVA. Then is introduced Loneliness: its relevance amongst seniors and 

more in a time of Covid crisis. A novel Service agents acceptance research model is presented, to be tested for 

elderly-care by a robot for now, and adapted to human care Globally, and overall human interaction in general 

when social link matters, and for all 3 agents: EVAs, Holograms or Robots.  

 

Key words: embodied virtual agents, holograms, robots, emotions, social link or interaction, loneliness, modeling  

 

  

Introduction 

The objective of this article consists of proposing a more holistic approach of the interaction with people who suffer 

from a long disease, and need constant and/or repeated care, and to complement the human support by an 

interactive-machine or interface support. The context of the Covid crisis makes the issue even more relevant; but 

such issue will become a key problem in our society regardless of the Covid, as explained further on. 

We propose a literature review in the literature, to show how much informal caregivers may not totally answer 

such need. We then show that virtual agents and robots have a real ability to partly bridge the gap. As a 

consequence, there is a non-fulfilled need and a room for some interactive device such as social virtual agents or 

robots to answer such needs. 

This is particularly true in the case of the elderly. We then propose a model of the care process that emphasizes the 

role of social connection, adapting a robot interaction model, to the context of any agent (EVA, hologram or robot) 

interaction model in a medical care process for the elderly, with a focus on loneliness which is a major pitfall in the 

elderly care. 

  

The elderly population is increasing, as well as the need for caring for them…and free human resource will not grow 

Accurate numbers are difficult to find as numbers vary from the sources quoted but still, it is observed that the 

share of the extreme elderly population, those who need support, is increasing worldwide: those aged 80 years or 

more was of 1% of the world population in 1950, 4% in 2010, and 10% in 2015 (statistics WHO). Those are the 

elderly who are most in need for daily care, physical and administrative, but also, emotional care. 

If we come to younger-elder people, the World Population Prospects 2019 (United Nations, 2019) tells us that 1 

out of 6 people are over the age of 65 in 2019 and they will reach the ratio of 1 out of 6 in 2050 (WHO 2020). Several 

studies in the OECD and the WHO show that the “WHO recognizes that long-term care represents a major challenge 

for all countries in the world, with important implications for economic development and for the health and well-

being of older people”, and a need for public health long-term care policies… inexistent ten years ago (Colombo & 

al. 2011) and still nowadays. As a consequence, we have a growing ageing population, needing care. Can we rely on 

free or informal carers to continue to do the job in the future? 

Caregivers provide a huge job, that our society does not fund, and they will not be enough for the job 

The family or “informal” caregiver is a caregiver who is not paid for performing such task. As the American Cancer 

Society puts it, and the definition is generalizable to any caregiver: “We define caregiver as the person who most 

often helps the person with cancer and is not paid to do so (they) may be partners, family members, or close friends. 

Most often, they’re not trained for the caregiver job. Many times, they’re the lifeline of the person with cancer” 

(https://www.cancer.org/treatment/caregivers/what-a-caregiver-does/who-and-what-are-caregivers.html). A 

Carer or Caregiver is therefore a person who dedicates a “significant” part of his/her time to take care of a patient 

suffering from a long-lasting disease or a handicap physical or mental handicap, depression, or simply age. 

It is extremely difficult to evaluate the magnitude of the phenomena of caring and of the carers’ population. The 

EUROCARERS association (eurocarers.org) provides very detailed (though uncomplete) data and they recognize the 

difficulty of finding them: the numbers are, in 2019, of 8.3 M (12.4% of the total population) in France, O.8M (8% 

of the population) in Belgium, 3.23M (4%) in Germany, 4.035M (7%) in Italy, 3.5M (21.3%) in Holland, to mention 

only a few of them. The ratio in the EU varies from (non available to) 0.9% to 21.3% of the total population in term 



of “official numbers”. The non-official estimations of the number of carers, which are the real estimates for 

EURCARERS, varies from 6.3% to 26.5% of the national population of each state: this is huge. For cancer in France 

only the estimated population of informal caregivers is estimated at 5M people, who fight, suffer, sometimes fall-

down in burn-out and exhaustion, having little or no help from the state, region, and employer (Ligue Nationale 

contre le Cancer 2013, 2016). 

 

The invisible cost of the care provided by caregivers is huge, and probably unsustainable for most countries. 

First the invisible-cost of carers is a little-studied issue. Such valuation is a difficult exercise and several methods 

are given by EUROCARERS (see e.g. https://eurocarers.org/publications/valuing-informal-care-in-europe/). Second, 

very few data are available on the subjects as very few countries show interest in its valuation. EUROCARERS shows 

that in developed countries we can take as a good estimate of the “invisible cost of family caregiving”, a ratio of 4% 

of the GDP! This surprisingly high ratio was confirmed in a phone interview with the EUROCARERS foundation in 

Brussels. That is, at the present stage the cost of care is extremely high, is going to rocket-up with the ageing 

population, while the ratio available carer/cared person will decrease; the Covid crisis, with the loss of wealth and 

growth observed in many developed countries, will make the situation even worse.  That is, there are many carers, 

non-paid nor recognized, and the ageing population increasing in size will make it more difficult to meet the needs 

in the future. If we add to this the huge invisible cost of the care provided by carers we see the situation going 

towards a dead-end, due to a lack of resources. The situation may also get worse with the financial difficulties 

generated by the Covid crisis. 

  

A need for a complementary support for caring the elderly, using new technologies and agents 

An experts-interview conducted in a middle-sized European hospital (General Segovia hospital, April 2018) led us 

to consider situations in which human carers may be difficult to recruit, to maintain in their care-activity, or simply, 

to get: 

-   when the caregiver is exhausted and cannot provide more time, more help, or is simply herself in burn-out (to 

have a deeper view of the life or caregivers in oncology for instance, see the detailed French LNCE report (LNC, 

2013); 

-   when the patient has no more close family alive; 

-   when the patient has family but has no relationship with them - this is even more painful for the patient when 

she would like to transmit a memory, a reconciliation, or just souvenirs to her kids, siblings, relatives; 

-   in poor countries: when the distance between the village or home is too large, and the cost of housing close to 

the hospital or retirement home, is too high for the relatives.  

Those are the main situations in which agents (EVA, hologram or robot) might partly help caring, and for the elderly 

in particular. We now go more in detail into the types of “agents” that might be a complement to carers and why.  

 

The agents types studied in our reflexion as potential supportive-carers, and their effects 

We know that Virtual agents, chatbots, robots, can provide some complementary support; but under which 

conditions would they be accepted, and with which benefits for the cared user and specifically the senior? We 

comment the findings, agent after agent, for the three agents we are interested in in this project: the EVA, the 

hologram, the robot.  Please note that a specific conceptual section on EVAs will come further on.  

The Embodied virtual agents or EVAs. An EVA positively impacts emotional reactions, the attitude towards the 

platform, the intention to return and to recommend it (Diesbach 2003, Diesbach & Jeandrain 2005,  Diesbach & 

Midgley 2007, Diesbach, Chandon & al. 2007, Diesbach & Midgley 2008,  Diesbach 2010; Bagozzi & Diesbach 2021, 

forthcoming); It also contributes to creating a social bound (Notebaert 2005, Viot and Bressolles 2012).   Exactly as 

with a real person, an EVA displaying smile and believable emotions (Bartneck 2003) and humour (Nijholt 2002) 

generates user’s enjoyment. Then, joy or pleasure in interaction is key to the will to continue, come back or to keep 

interacting, and it was found that EVA (and robots) can boost the pleasure of interacting with a system (Heerik & 

al. 2008a, 2008b), which in turn, increases the willingness of older adults to use it.  An EVA also increases the 

enjoyment of the learning process (Johnson 2000; Lester & al. 1997), which should be key to maintain cognitive 

faculties in the elderly, slowing cognitive degeneration and isolation, impacting, in turn, quality of life. Amongst the 

elderly it was observed that an EVA fosters the will to participate in e-forums and social media exchanges, improving 

quality of life (Noy & al. 2013) and decreasing perceived loneliness. 

Participants in conversations appear to trust humans and EVAs equally (Riedl & al. 2011) according to brain imagery. 

Okonkwo, C., & Vassileva (2001) also observed positive effects of EVAs on trust in a learning process. It is also 

observed that the positive effect on trust is magnified if the agent is expressive and shows empathy (Lester & al. 

1997; Nass & al. 2000). In a way the social connection, the agent’s personality seems to strongly matter in building 

a relationship with the user and in particular with the elderly (Wu & Miller 2005).   The feeling of social presence 

generated by an EVA increases enjoyment and in turn, the will to use the system (Heerink & al. 2008). In general 



the feeling that the system displays social behaviors, is able to create a bound with the user, and increases social 

presence, positively impacting the will to use it (Heerink & al. 2010; Morandell & al. 2008); Takeuchi & Naito 1995). 

An EVA is an efficient way and accepted character (Bickmore & al. 2005, 2009; Cassell 2000). 

Overall, it seems crystal clear that the interaction with an EVA is globally appreciated, at least on a short-term - as 

in most, if not all cases, users did not interact in such a way for long durations and day after day. Second, it generates 

positive emotional reactions. It also appears that the social aspect is key: the system is not only appreciated for its 

skills and efficiency; it seems to confirm the Reeves & Nass approach, that users treat the agent like a person and 

that the more wealth, the more accepted it is. We will see if such findings are confirmed with robots. 

The Holograms. A hologram is a 3D shape projected in the space in front of a user. It is a virtual image, with an 

increased embodiment level for the user as it seems to be embodied in front of her, and not anymore on a 2D 

platform, like a normal “platform virtual agent”. In a way it is an intermediate position between the EVA and the 

robot, in term of embodiment (see figure 1bis. An Embodiment continuum). The literature on holograms is limited 

and we found no publication investigating the drivers and modalities of 3D holograms acceptability; the only 

holograms studied being the use of hologram technology for protecting or improving the design of offered products. 

Still, the concept of care and companionship being relevant with embodied virtual agents as well as robots, we 

propose to include the holograms for future applications in our modeling proposal, due to its conceptually 

“intermediate position” between EVAs and robots. We believe that interactions with holograms should follow the 

Reeves & Nass paradigm as the EVAs and robots do (machines are often treated and accepted as social actors and 

not as machines).  

Robots. The case of the Japanese robot PARO, developed and used in Japan for providing emotional support to the 

elderly since the 90s, opens an avenue for elderly care with agents, holograms of robots. Concerning robots, several 

studies have shown positive effects on human users in a medical context, in particular on acceptance: users 

perception of an anthropomorphic robot as a companion (vs as a machine) dropped from 47% to 73%, and as a 

family member (vs a machine) from 20 to 33% after one week only (Fattal & al. 2020), confirming the relevance of 

adopting a perspective of social companionship construction with a social robot. 

Three physical, psychosocial and cognitive areas are identified for assistive robots for elderly care (Caic Odekerken 

& al. 2018). Wada & Shibata (2007) observed that PARO generated physiological improvements and better inter-

human communication. Early in research, it was observed that the elderly were open to using robots in their daily 

life (Jayawardena et al. 2010); Song & al. (2016) improved rehabilitation in absence of therapists via 

telerehabilitation training; but acceptability remains an issue: though staff and senior patients were excited about 

adopting robots, the same staff was reluctant to share their working space with it (Hebesberger et al. (2017); and 

last, diabetic kids and their human caregivers created a real social relationship with their robot carers (Looije & al. 

2017). But the mechanisms of such relationship construction is unknown to date. Interestingly, anthropomorphism 

in itself does not suffice to predict acceptability (But & al. 2021): a more specified and refined modeling effort is 

still required; but clearly there exists a sort of “socialization-like process with an EVA”, which fosters acceptation, 

use, well-being. . 

Overall, Embodied Virtual Agents, chatbots and robots are estimated to be able to provide an immense support in 

our daily life in the future, due to their increasing acceptability, versatility, diminishing cost, and efficiency (Purtill 

2019; McGausland 2021). It remains key today to study what generates their acceptance. As medical staff (nurses 

and care auxiliaries) seem to be doomed to be, by far, insufficient in number in the future, it seems key to examine 

whether EVAs, holograms and robots may play a role as assistant servants via warmth and social bound in a near 

future. Before going on towards introducing our research model, we now make a point on those 3 agents we chose 

to study here. 

 

A typology of Agents 

We will now present a typology of the 3 types of agents that we consider in our research, the EVA, the Hologram 

and the Robot, before proposing a research model studying the relations between acceptability, loneliness and 

quality of life in the context of medical care for the elderly with agents, holograms and robots. 

A proposal of a new typology of social agents including virtual agents, holograms and robots 

Our starting point is the study of the virtual agent considered as "a program element capable of performing a task 

for a user, or of helping a user to perform that task" (Diesbach 2003; Diesbach & Midgley 2007). We propose to 

study how the different types of virtual agents and robots can bring value to the user in the context of medical 

support services. Finally we propose a reflection and a simplified nomenclature concerning the agents. 

A single term can group together the above agents which, conceptually, represent the same entity, with simply a 

varying degree of incarnation: 

• Platform virtual agent: is synonymous to what the literature commonly calls a Virtual agent, embodied or not (2D 

or 3D), which is attached to a platform, performs tasks and is attached to a platform or computer screen; 



• Hologram: is a virtual agent projected outside the computer screen, and is, in this sense more "embodied". It 

seems to have a more or less real body and should generate stronger social immersion and interaction. 

• Robot: it is also an agent but which loses its virtuality because this time it is complemented in the real world by a 

physical envelope that we can touch, take in our arms, see moving etc… ; 

An abundance of definitions. In the literature several definitions have been given for virtual platform agents. 

Indeed, we find the terms of IA-Intelligent Agent (Tweedale, Jeffrey & Ichalkaranje, 2006), AA-Autonomous agent 

(Bösser, 2015), ECA-Embodied Conversational Agent (Cassell, Sullivan & al. 2000), IVA-Intelligent virtual agent 

(Martin, Albert & al. 2007), AIA-Autonomous intelligent agent (Azvan, Răzvan et al. 2003), and especially EVA-

Embodied virtual agent (Diesbach 2003; Diesbach & Midgley 2007, 2008; Noy & al. 2013) to name just a few 

references, including several in the medical field.  The term Avatar: the problem with this term is that it is used in 

all sorts of virtual agent-use contexts, indifferently, without justifying or explaining its meaning: we therefore prefer 

to discard it, as inaccurate. 

Other nomenclatures not included here have been used. In computer science there is redundancy between AA-

Autonomous agent and IA-Intelligent Agent; the terms AIA and IVA bring therefore nothing conceptually and can 

be discarded (see figure 1. A typology of “Platform Agents”).   We make now some more detailed points.  

The concept of intelligence. We propose to define an Intelligent agent in our holistic approach as "any entity with 

a certain degree of autonomy, and endowed with a variable degree of incarnation (embodiment) (from a platform 

agent, to an hologram, to a robot), capable of perceiving the environment thanks to sensors, to integrate and react 

to changes in such environment thanks to its “intelligence” (backed-up by, or relying on a strong enough data-base, 

and on machine learning algorithm(s)), and to perform actions via “actuators” such as moving arms, face, facial 

features etc.”. This applies to the virtual agent, the hologram, the robot. Of course, in our modeling intent we mostly 

consider the potential for intelligent agents. 

The dialogue. Agents capable of initiating a dialogue with another agent or person are called CAs-Conversational 

agents (Mott, Bradford & al. 2004). They can communicate “intelligently” through the use of a dialogue module 

between agents or agents and robots. Its use is known in the medical field through the experiments made with e.g. 

PEPPER (Sato, Yasuhara & al. 2020) and NAO robots (Maribel, Charlieux & al. 2018).   

Finally, if the EVA is equipped with a dialogue module, the agent becomes an ECA-Embodied Conversational Agent. 

We propose to use the term EVA-Embodied Virtual Agent which includes the fundamental concepts to which these 

different terms refer without providing redundant information. Figure 1 in the appendix underlines the links of 

kinship and/or redundancy between the different nomenclatures; it also differentiates the different types of agents.  

Agents’ interaction, whether they are EVAs, holograms or robots, are supposed to compensate for loneliness and 

improve quality of life, that we introduce now.  

 

Loneliness: the concept, its relevance amongst seniors, its increasing relevance in a time of Covid crisis 

Loneliness is not the result of an objective observation, but a subjective, negative feeling related to a perception 

that one’s own social network is insufficient, and it has raised interest in marketing for long (Forman 1991, Vassar 

and Crosby 2008). It has been identified as a key issue in the context of social and medical care due to the negative 

effects it has on depression, optimism, cognitive abilities, health status and quality of life among other variables, 

and several extensive reviews have been conducted on its relevance and effects amongst the elderly (Franck, 

Molyneux et al. 2016, Gardiner, Geldenhuys et al. 2018).  The Covid crisis has put even more pressure on the elderly 

population, making seniors’ quality of life and feeling of loneliness an even more serious issue than it used to be 

(Filgueiras and Stults-Kolehmainen 2021), ad even more for the seniors (Briguglio, Giorgino et al. 2020, 

Lekamwasam and Lekamwasam 2020, Filgueiras and Stults-Kolehmainen 2021, Naeim, Rezaeisharif et al. 2021).  

The object of our research is to put in some way on the same level, all the kinds of agents imaginable with few 

words: EVA for embodied virtual agents, holograms, and robots. The EcSAAM research model proposes now to 

study the effects of these 3 types of agents on the elderly in terms of acceptance, loneliness and quality of life with 

a focus on the social dimension of the relationship. 

 

Proposal of a research model to be tested for human-care by a agent: the TAM, sRAM and the EcSAAM 

Many theories and models have focused on predicting user acceptance of technology. The best known model is the 

TAM (Davis et al., 1989) and its various extensions the TAM2 (Venkatesh & Davis, 2000), UTAUT (Venkatesh et al. 

2003), UTAUT2 (Venkatesh et al., 2012). This model, inspired by Fishbein and Ajzen's Theory of Reasoned Action 

(TRA), assumes that perceived usefulness and perceived ease of use are the drivers of the attitude towards using, 

and ultimately to the use of technology. This very functional model, although derived from the TRA, does not 

include any social dimension. This will be corrected with TAM2 which includes subjective norm - consistent with 

TRA - which is the materialization of an internalized social influence, defined as the perception that the technology 

use behavior would be approved (or not) by people important to the consumer. The UTAUT model will enrich these 

three basic drivers (perceived usefulness, perceived ease of use, subjective norm) and extend them theoretically. 



Built and developed on the basis of perceived usefulness, the UTAUT model will include performance expectancy. 

Perceived ease of use will be transformed into effort expectancy; and subjective norm will become social influence. 

The model will add a fourth driver: facilitating conditions, defined as "the degree to which an individual believes 

that an organizational and technical infrastructure exists to support use of the system" (Venkatesh et al., 2003). 

Finally, the UTAUT2 model adds three new drivers: hedonic motivation, price value and habit. 

It is on the basis of the TAM2 model that Wirtz et al. (2018) address the issue of service robots acceptance. The 

originality of their sRAM model is to go beyond the simple internalization of the social consequences of the use of 

the technology by the user, and to ask the question of the social function of the use of a technology which is able 

of interacting, and of simulating human behavior (see the model sRAM, figure 2). Wirtz et al. gather "functional" 

elements from the TAM2 (perceived usefulness, perceived ease of use, subjective norm) and create a category of 

"social-emotional" elements based on humanness, interactivity and the social presence of a robot. In doing so, they 

transform the TAM model by structuring it on the basis of the two universal dimensions of social judgment: 

competence and warmth (Fiske et al., 2006). These two dimensions answer two basic questions: does the "other" 

(the robot) want to help me (warmth)? Does it have the capacity to do so (competence)? For the authors, even if 

warmth and competence are separate dimensions, they are often positively correlated, due to a halo effect. In this 

sRAM model, the social dimension is not limited to the internalization of subjective norms, it is the core of the 

model by taking into account the social function of the interaction between robot and user. 

However, it seems to us that this model can still be improved when we consider that the user is an elderly 

dependent person, in a care relationship. This can be done at the drivers level, but also at the outcomes level. The 

particularity of elderly people in a situation of dependence is the decline of their cognitive and physical capacities, 

which makes them more dependent on their caregivers. Moreover, this decline can cause a decrease in self-esteem 

and lead to social isolation. This has several implications that need to be considered: 

- acceptance must be considered at the level of the user, but also in the close circle of which the elderly user 

depends (family and caregivers); 

- social isolation can lead to a double dynamics: on the one hand, isolation can lead to a fear of other humans 

(contamination, gaze of others, etc.) and to a feeling of loneliness; on the other hand, because it allows certain 

tasks to be performed effortlessly, the robot can be considered as part of the extended self (Belk, 2013).  

Both of these processes are likely to increase the likelihood that the elements of warmth and competence will cause 

acceptance of the technology. At the outcome level, acceptance and use cannot be an end in themselves. The use 

of service robots in an elderly care setting should lead to a reduced feeling of loneliness, a better quality of life and 

a better hope for the future (resilience). We therefore propose the following model studying the Elderly care Social 

Agents Acceptance Model (figure 3. EcSAAM model), which should be tested with EVAs, holograms and robots. 

Conclusion  

We propose a short conceptualization of a continuum of “agents” who can create a social bound wit a human and 

play a key role in interacting with her, such agents being part of a sort of continuum, from the less embodied (Virtual 

agent and then Embodied virtual agent, to the Hologram, and to the robot. 

We then propose a synthetic review of some of the characteristics and drivers (or outputs) of the interaction with 

an EVA or a robot (little literature being available concerning the hologram): they highlight the key importance of 

not only the functionality and technical outputs of the interaction, but the key role of the social component. 

We also demonstrate how important the role of informal caregivers is in our societies: that has been true during 

the last decades; it will be even more true in the future with the ageing population. If we also take into consideration 

the dramatic height of the “invisible cost” of the informal care provided by the carers, we observe that at some 

point: 1. there will not be enough human-carers to support their elderly; 2. the cost is already so high that we can 

hardly imagine how our societies and healthcare system might wish to pay for more humans to provide more social 

care. We therefore posit that EVAs, Holograms and Robots might act as a complement - not a substitute - when 

human carers will not be enough – and more in a context of Covid when the elderly suffer more than in normal 

time from a lack of human visits and contact. With the fear of contamination, with isolation, our 3 types of “agents” 

might provide some comfort, support, emotional care, our research takes relevance in a context of Covid pandemia.  

But its relevance and interest go far beyond: it should apply to all human-agent (EVA, hologram, robot) interaction 

context where social bound matters, that is, in any human-agent interaction. 

This research model will be tested for the elderly-robot interaction context, in a collaboration project of one of the 

authors. It initiates a collaboration between a French Business School and Robotics research center, and an 

American Business school and Robotic research center as well, in collaboration with a major European robot-maker. 

All such institutions are present in the authorship. It will start with a Sabbatical in the USA from January 2022 and 

will go-on during the next 4 years, proposing a strong focus on the effect of social bond or link on the agent’s 

acceptation, and on the effect of the agent’s use on loneliness, a tragedy for the elderly’s quality of life, and hope.  
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APPENDIX 

Figure 1. A typology of “Platform Agents” (traditionally named virtual agents) 

 

Glossary: an arrow with the mention “is” from A to B means: “A is a sub-category of B”. Sub-categories are pointing 

to bigger categories. 

 

Figure 1.bis. An Agent Embodiment continuum 

 



 Figure 2. The sRAM or Service Robot Acceptance Model  

 

 

Figure 3: The EcSAAM research model of Agent acceptance in ederly care 

Model also adapted to the context of any human-agent interaction 
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