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movements in response to the bodily movements of the user. Thirty-two partici-
pants presented themselves to this virtual agent during a simulated job interview.
We focused on the self-presentation task of the job interview, the virtual agent being
listening. Participants stood on a force platform that recorded the displacements of
their center of pressure to assess the postural impact of our design. We also collected
video recordings of their movements and computed the contraction index (CI) and
the quantity of motion (QoM) of their bodies. We explain the different hypotheses
that we made concerning (1) the comparison between the performance of participants
with human interviewers and the performance of participants with virtual interview-
ers, (2) the comparison between mirror and random postural behaviors displayed by
a female vs. a male virtual interviewer, and (3) the correlation between the partici-
pants’ performance and their personality traits. Our results suggest that users perceive
the simulated self-presentation task with the virtual interviewer as threatening and
as difficult as the presentation task with the human interviewers. Furthermore, when
users interact with a virtual interviewer that mirrors their postures, these users per-
ceive the interviewer as being affiliative. Finally, a correlation analysis showed that
personality traits had a significant relation to the postural behaviors and performance

of the users during their presentation.
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1 | INTRODUCTION

When we speak about ourselves in front of others, we might perceive others’ judgments as possible threats. The risk of failing
a job interview induces anxiety and stress-related states (i.e., negative affects)!. Public speaking tasks and job interview simu-
lations are relevant scenarios for training individuals to regulate their emotions. As a key step in everyone’s life, job interviews
are particularly stressful and engage our entire body with a strong arousal.

The design of virtual applications replicating these highly emotional situations would help individuals better manage their
emotions and become less affected by these potentially traumatic moments. Accordingly, several researchers in human-computer
interaction have proposed various models, prototypes and experimental protocols in an attempt to reach a sufficiently realistic
level in terms of appearance, animation and interactive behaviors for public speaking and job interview training®". Few of them
consider the full body behaviors of users and focus instead on their speech, facial expressions, and physiology or the movements
of body parts, such as hand gestures, head gestures and upper body movements. However, it is known that the full body transmits
important affective signals® and is involved in strong interpersonal features, such as synchrony®.

In this article, we explain how we used a multimodal corpus to inform the design of a listening virtual interviewer that is able
to select its own body movements as a function of the user’s full body movements. We describe a user study conducted with 32
participants simulating a self-presentation task during a job interview. In the proposed scenario, each participant must present
him/herself to the virtual listener/interviewer in order to apply for a job. During the self-presentation, the virtual agent is able to
produce postural behavior according to the postural behavior of the participant. In order to define the behavior of the listening
virtual interviewer, we analyzed a video corpus of real job interviews that we collected previously. Based on this analysis,
a motion corpus of postural moves was collected. Then, a system architecture is implemented in which a decision module
decides the listening virtual interviewer’s behaviors as a function of the user’s postural behaviors captured from a force plate.
We conducted a user study to assess the impact of the proposed postural interaction on users’ behaviors and users’ perception
(e.g. perceived difficulty and perceived stress) during the self-presentation task. Our goal is to evaluate how different postural
behaviors of the virtual interviewer can impact the performance of the participant during this task. For this study, two factors
with two conditions were evaluated: 1) mirror vs. random postural behavior, and 2) female vs. male virtual agent. The postural
behavior of the virtual interviewer is triggered by a change in the postural behavior of the user. “Random postural behavior”
means that the virtual interviewer will reproduce a postural behavior different from the user’s postural behavior. “Mirror postural
behavior” means that the virtual interviewer will mirror the user’s postural behavior.

The aim of the current study is thus to evaluate the relevance and feasibility of simulating postural interaction during a job
interview. By simulating this postural interaction with virtual interviewers, we can determine if users are able to perceive the
simulated self-presentation task as threatening and as difficult as the same self-presentation task conducted with human inter-
viewers. In addition, we are willing to evaluate how the performance of participants can be impacted by different postural
behaviors displayed by the virtual interviewer. The results of the current study may provide new guidelines to develop more real-
istic job interview simulators displaying personalized scenarios taking into account individuals’ cognitive profiles in which the
postural interaction is considered and modulated to increase or decrease the difficulty or perceived stress of the self-presentation
task during job interview training.

The main contributions of this work are the following:

e A system architecture for managing postural interaction in a job interviewer scenario with a virtual interviewer.

e An evaluation of the system compared to a task with real interviewers showing its relevance for job interview training:
the interaction is less stressful but perceived as threatening and difficult as a real task.

o A comparison of four different conditions of the system (female versus male, random versus mirroring postural behaviors)
showing the specific effect of a mirroring female agent perceived as warmer.

e An exploratory analysis about personality traits.

This paper is organized as follows. Section 2]surveys related work. Section [3|explains how we designed and implemented our
listening virtual interviewer. Section ] describes a user study with 32 participants. The results are presented in Section [5] and
discussed in Section[6] Section [7]concludes the paper and proposes future directions.
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2 | RELATED WORK

2.1 | Psychological stress and performance assessment in public speaking situations

Lazarus defines psychological stress as the result of the comparison between the power of the environmental demands (stressor
or load) and the psychological resources of the person to manage those demands®. Stress is therefore mediated by an appraisal
process. Three types of psychological stress are identified: harm/loss, threat and challenge, which all result from different situa-
tion appraisals. Psychological stress and emotions are interdependent yet not often studied together. Multiple emotions can arise
from stressful situations, for example: anxiety, fright, guilt, shame, frustration and sadness”. Stressful situations encompass a
wide variety of contexts and may elicit a panel of negative emotions but also may possibly have some positive affects related to
the challenging situation (e.g., excitement).

Several studies use a public speaking task to elicit stress. In this case, job interviews are quite relevant for eliciting social
stress because the participant has to present himself and talk about personal matters®. The Trier Social Stress Test (TSST) was
introduced in 19932 for the induction of moderate psychological stress in a laboratory setting for psychological and physiological
studies. The TSST test consists of a simulation of a job interview: the participant takes ten minutes to prepare for a free five-
minute presentation/speech and then delivers it in front of a jury. This protocol has been shown to induce stress impacting
physiology, behaviors and cognition, although there are large individual differences'!. Some authors have investigated the role of
gender in influencing public speaking anxiety. Mejias et al. 1% found that female speakers are more prone to speaking anxiety than
males. Similarly, Ralph et al.! reported higher anxiety patterns by female speakers in a gender-based study. In contrast, several
authors>13 found that gender does not have a significant effect on speaking anxiety. Regarding the gender of the interviewer,
two studies*'1 found that the interviewer’s gender can influence responses of the interviewee to some sensitive questions (e.g.,
feminism).

Psychological studies have shown that stress impacts expressions in speech'®, posture'lZ, facial expressions'®, physiology®?,
postural control'® and self-report?’, Recent developments in multimodal data capture techniques have made it possible to detect
these behavioral expressions during public speaking situations to assess the performance of participants. Ramanarayanan et
al.2l' extracted several nonverbal behavioral cues (head pose, gaze, and facial expressions) and speaking proficiency features
(prosody, pronunciation and grammar) from 17 participants during five public speaking tasks. The authors correlated these
extracted features with human-rated scores to find the modalities that are useful in predicting public speaking performance.
Aigrain et al.?Z proposed a system to perform automatic perceived stress detection by combining body postural behavior, facial
features (Action Units) and crowd-sourced annotation. In a more recent work?, they added a combination of physiological
features (blood volume pulse, heart rate and heart rate variability) to improve the performance of their proposed system.

Recently, some authors have used automatic detection of non-verbal visual or audio behavioral cues to help speakers to be
conscious of their behavior during job interviews. Nguyen et at.?* proposed a method to predict hiring decisions using non-verbal
visual and audio behavioral cues extracted from thin slice interactions in a collected dataset of 62 real job interviews. Tanveer
et al.>> proposed an interface to automatically extract the repetitive patterns of human gestures to make speakers aware of their
mannerisms. Naim et al.”% proposed a computation framework for automatically quantifying verbal and nonverbal behaviors in
the context of job interviews. The extracted behaviors are used to predict the ratings for interview traits, such as excitement,
friendliness, and engagement.

All these studies have shown that extracting multi-modal cues (voice, posture, gestures, facial expressions, etc.) during public
speaking tasks such as job interviews, is relevant to assess psychological stress and therefore, to develop systems that help users
to improve their performance under stressful situations.

2.2 | Virtual agents for public speaking and job interview scenarios

Simulation of virtual audiences for public speaking scenarios has received a large amount of interest from the research commu-
nities in Affective Computing, Social Computing and Virtual Reality. Virtual audiences were used to help musicians practice, to
reduce social phobia with exposure therapy, and more generally, to study the effect of stress in demanding situations”. The use
of a virtual environment populated by a human-like audience to provoke anxiety and treat social phobia is a frequently studied
research case®®. Often having poor-fidelity appearances, animated virtual audiences have. been observed to have positive long-
term effects, with behavioral animations being a key determinant of the success of the therapy. The main advantage of these
virtual audiences over real-world workshops is the possibility to provoke fear and anxiety in a controlled manner. By slightly
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modifying the audience behaviors and attitudes, researchers can generate a gradual exposure?”. Several researchers have inves-
tigated the impact of neutral, negative or positive feedback from the audience on users’ performances“* -, including even bored
or critical attitudes displayed by the virtual attendees“Z. Most often, the behaviors displayed by the audience are controlled by
an experimenter (Wizard-Of-0Z) or are pre-scripted but not computed in real-time as a function of the user’s performance or
the user’s nonverbal behaviors.

Recent research projects go further by developing interactive characters in scenarios such as job interviews. MACH is a
conversational coach that provides graphical and textual feedback to participants on the overall job interview performance based
on automatic analysis of users’ facial and voice cues®. The interaction is a sequential dialog with some mirroring and random
behaviors displayed by the virtual agent. An evaluation of the system showed that users who received such feedback regarding
their interaction improved their performance thanks to this training. The TARDIS European project proposes a serious interactive
game platform where the participant interacts with a virtual interviewer: the system infers the user’s emotions and states of mind
based on various nonverbal cues (face, voice, gestures and postures) and then generates nonverbal behaviors through an affective
module following a sequential dialog scenario®. Some aspects of the project concentrate on the reasoning process (Theory of
Mind)3L, while others explore different styles of virtual interviewers. A positive interviewer can display signs suggesting that
he understands and supports the user to augment the user’s self-efficacy and create a warm and friendly climate. A demanding
recruiter can be used instead to train users to manage more difficult situations and improve their coping abilities (although the
project itself is not focused on social stress)?%. Another interview scenario is investigated in®3, with the goal being to make
the interlocutor feel comfortable to elicit self-disclosure to detect depression and anxiety disorders. More recent studies>* 3
proposed an interactive virtual audience for public speaking training. The virtual audience’s behavior is driven by multimodal
signals extracted from users, such as the amount of gaze directed at the audience, body activity, voice quality and heart rate. A
recent study=% investigated trust and acceptance of outpatients interacting with a virtual psychiatric agent. The virtual agent was
perceived as trustworthy and well accepted by the patients, confirming the good engagement of patients in the interaction.

When candidates present themselves, interviewers display listening behaviors. Virtual humans as listeners are an active
domain of research. Backchannels are modeled following data-driven approaches (machine learning)? or theory-driven
approaches (e.g., rule-based models)=%. In machine learning approaches, two of the most popular methods are Hidden Markov
Models (HMM) and Conditional Random Fields (CRF)2?, sequential probabilistic models providing real-time probabilities of
the apparition of discrete nonverbal signals. Models are trained on annotated datasets using various nonverbal signals (voice,
head movements, and facial expressions)Z. With the development and efficacy of data-driven approaches, the tendency is to
propose multimodal models®” with efforts toward the collection of more behaviors*’. Some models and prototypes of virtual
listeners focus on the reactive aspect of backchannels and propose models of generic responses=?. In these cases, no under-
standing of the narrative (e.g., the user’s speech) is required. Another approach considers higher-level processes, such as state
of mind and affects, to guide backchannel behaviors. In these cases, specific responses tied to the narrative structure are con-
sidered. Wang et al.*! proposed utilizing varied goals and roles to go “deeper” than just generic feedback. Buschmeier et al. %2
attempted to determine the timing of feedback by considering “information need” of the speaker, which necessitates keeping
track of the narrative. In the SEMAINE project®?, recognition modules of emotional state and the user’s words are added to
guide the generation of specific responses.

Overall, these projects tend to integrate voice, face, and gestures to infer emotions and intentions, but they still do not consider
the postural control of the user’s full body in their models. In addition, none of the projects simulating virtual listeners integrate
postural movements as an interactive listening modality.

2.3 | Postural control in stressful and interpersonal situations

In his Posture Scoring System, Bull defines a posture as “any movement which is taken up and maintained for at least one
second”®#. These static body configurations can convey specific emotions®>, action tendencies“®
emotions®. Unlike the traditional static view of posture, postural control is dynamical. In motor control studies, posture is defined
as “the body automatic stabilization in the gravity force field in a standard position specific to the species”®Z. Postural control,
often synonymous with balance, is therefore the dynamical process by which equilibrium is obtained by maintaining the vertical
projection of the body’s center of gravity within the base of support (the area under the feet). Our body is always swaying around
its equilibrium point, and this sway can be impacted by different variables, such as aging or attention*®. The most common
way to quantify human body sway is by extraction of the Center Of Pressure (hereafter called COP) trajectory through a force

or or the intensities of some



D.A.G. Jauregui ET AL | s

platform that measures the ground reaction forces. The COP is therefore “the position of the resultant vertical component of the
ground reaction force applied to the body at the ground surface”8.

Affects’” impact on postural control is a relatively new field of research in the motor control domain*’. Hypotheses regarding
the impact of emotions on body signals are often driven by motivational theories°? or the action tendency component of appraisal
theories”!. Negative or threat stimuli can trigger flee behaviors, fight behaviors or freezing behavior®2. These approach and
avoidance reactions are present in quiet standing as well as when initiating a walk (stepping forward or stepping back)>3.

Posture mirroring and synchrony within conversations between strangers is not a recent research domain°# >, Postural mirror-
ing is defined as the mimicking of another individual’s stance, gestures, or other nonverbal behaviors, whether fully or partially=°.
Several studies have found that when a stranger mimics or mirrors the postural behaviors of somebody during a social interac-
tion, higher positive judgment and greater affiliation of the mimicker is found>258. In addition, it has been shown that mirroring
behavior facilitates the smoothness of interactions and increases liking between interaction partners>”. More recently,® used
modern methods of quantification of postural dynamics to measure postural coordination. The rationale behind the idea that the
body sway of both participants might be coordinated is that postural stabilization is not an “end goal process” but a “facilitator
of the goal of supra-postural activity.” The center of pressure has to constantly adjust to required center of mass changes. With
conversation considered as a supra-postural task that involves listening, gesturing and visual inspection, they investigated the
coordination pattern within a puzzle task involving conversation. In a subsequent study, these authors replicated their findings
and described interpersonal coordination as a set of emerging structures!. Postural control appears to be a dynamic and com-
plex process tightly related to emotional experiences and social interactions, in accordance with the theory that emotions are
embodied in our tendencies to act and stand in the environment. As such, and although it has not been considered in past virtual
listeners, it appears to be a privileged channel to be analyzed in such a highly emotional interactive situation.

Accordingly, we aim to endow a virtual listening interviewer with postural behaviors. We also propose the implementation of
mirroring mechanisms between the participant’s and the listening virtual interviewer’s postural moves to reproduce spontaneous
coupling behaviors. These implementations are evaluated in a user study having the same configuration as the real-life corpus
that we collected®?. The job interview simulator is evaluated both against reality and between its configuration variables (mirror
versus random behaviors and female versus male virtual interviewers).

3 | SYSTEM DESIGN

The job interview simulator presented in this paper aims to simulate the presentation phase of an interview: a candidate presents
him/herself standing in front of a seated virtual interviewer who is listening. The second choice of this research is to focus on
whole-body postural moves in the interaction (standing for participants and seated for virtual interviewers). Analysis of a video
corpus of job interviews that we collected previously helped us define these behaviors. The postural behavior of the listening
virtual interviewer was defined by visually inspecting and annotating manually the postural behavior of the job interviewers. In
this section, we first briefly describe this job interview corpus. Then, we detail the design of the virtual interview simulator and
present the three modules: rendering, sensing and decision.

3.1 | Job Interview Corpus

The corpus of simulated job interviews with real humans is a multimodal database®. 19 Participants were subjected to a pub-
lic speaking task adapted from the Trier Social Stress Test”. These 19 participants were recruited from University of Paris-Sud
(male n=7, 37%; female n=12, 63%). The average age of participants was 26 years (SD= 6.1). All participants were volunteers
and signed an informed consent designed in collaboration with the administrative heads of the partners’ laboratories. Partici-
pants were told that they had to present themselves in front of two human interviewers (a man and a woman interviewer). The
instructions provided to participants were as follows: "You are applying for a job that is particularly important to you. You will
have five minutes to present yourself in front of a camera and describe your personal characteristics (e.g. personality, skills, and
experiences) that you view as strengths and that would allow you to be relevant for this job. You must also indicate those char-
acteristics that might be perceived as weaknesses and how you did or are willing to improve them. Be as sincere as possible.
This is an important prerequisite for this position."

Participants were standing in front of the two seated interviewers. The task consisted of five phases: a two-minute reading
of a one page text (reading phase), a one-minute instruction reminder (listening phase), a five-minute self-introduction speech
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(presentation phase) and two feedback sessions from the two interviewers (dialogue phase). The assessors’ feedback and ques-
tions were regarding the participant’s performance. The first interviewer provided negative feedback. The second interviewer
provided positive feedback. Each participant received the negative feedback first and the positive feedback second (to have the
participants end the experiment in a positive state). This protocol is a modified version of the widely used Trier Social Stress
Test (the original protocol is briefly described in section[2.1)) known to induce moderate stress in laboratory settings. This TSST
protocol was modified so as to induce stress variability. The main modification was to add a feedback phase between the judges
and the participant, one judge providing positive feedbacks, and the other providing negative feebdacks. In this paper, we do not
consider this dialogue phase and focus on the self-presentation phase which is in line with the TSST protocol. Behaviors of 32
participants were recorded via a multimodal setup including speech, video of their facial expressions and body movements, bal-
ance via a force platform, and physiological measures. Questionnaires were used to assert emotional states, personality profiles
and relevant coping behaviors to study how participants cope with stressful situations. Several subjective and objective mea-
sures were also collected. Specifically, relevant to this paper for comparison purposes, threat and challenge (ThCh) appraisals
were assessed before the task via four items . Threat and challenge (ThCh) appraisals were measured just before the task by 4
questions on a 7-point Likert scale®). Two items assess the primary appraisal which is how important and stressful participants
perceive the event (Threat). The other two items assess the secondary appraisal which is how well participants think they will
cope with the task (Challenge). A ratio of the two scores (primary/secondary) generate appraisal scores, where higher scores
denote threat (Apprai R). In addition, perceived difficulty and stress were assessed after the task’?".

To limit the range of interpersonal interactive phenomena to be analyzed, we focus on the presentation phase of the job
interview. During these five minutes, the participant presents him/herself to the interviewers and explains the reasons for his/her
application. Modeling this phase of the interview enables us to avoid considering dialog-related phenomena and focus on one
type of asymmetrical interaction: the participant talks (standing) and the interviewers listen (seated). As in most job interview
situations, the interviewers in our corpus were seated in front of the participant. As we are focused on the presentation phase, the
interviewers are only listening to the participant without any verbal interventions. A first inspection of the interviewers’ videos
revealed that the behavioral stream of bodily movements (face excluded) may be better characterized by a series of discrete
behaviors than a continuous chain of movements. Although we are in a seated configuration, this analysis is in line with Duarte
et al.48 who characterized unconstrained standing by specific sequential patterns (i.e. fidgeting, shifting, drifting) rather than
continuous movements. Thus, we performed an automatic segmentation of behaviors to extract all these sequential interviewers’
behaviors from the interviewers’ video sequences. This automatic segmentation was performed using the motion history images
algorithm (MHI)®#, which provides an image template that shows the recency of motion for each frame in a sequence. Thus,
for each image of the video sequence we extracted the number of pixels in which motion was detected (quantity of motion).
Then, for each video sequence, our automatic segmentation algorithm extracted only the segments of the video sequence in
which the number of pixels is larger than a threshold (chosen experimentally from visual inspection). Once the segments were
automatically extracted, we performed a manual inspection of these video segments in order to remove “irrelevant” segments
(e.g., movement due to the disturbance of an external source). 260 segments corresponding to postural moves remained, mainly
corresponding to shift in position or fidgeting (i.e. moving while remaining in the same position). This extraction procedure also
provides us some elements about the movement’s characteristics used to design the listening virtual interviewer: each postural
transition move lasts for approximately 5 seconds. with a postural move appearing approximately every 30 seconds.

3.2 | Job Interview Simulator

The system architecture is composed of three modules: the rendering module that displays and animates the listening virtual
interviewer in a virtual interview environment, the sensing module that captures in real-time the user’s postural behaviors,
and a decision module that links the sensing and the rendering modules to decide what and when to play the listening virtual
interviewer’s behaviors as a function of the user’s behaviors (Figure[I)). Each module is explained in the following subsections.

3.2.1 | Rendering module

The male or female virtual interviewer is seated and taking notes on a laptop during the interview (a typical configuration in
meetings today). The face of the listening virtual interviewer is hidden using a blur filter that follows its head movements. The
purpose of this filter is to keep the properties of the face visible enough (location of the eyes, mouth, etc.) but reduce these
pieces of information to disable the possibility of discerning eventual facial movements or incongruent facial expressions since
our focus is on the interviewer’s postural moves. The decision to blur the face is supported by neuroscience and psychological



D.A.G. Jauregui ET AL 7

User Virtual Interviewer

Sensing | | Decision
Module Module

—

Rendering

Module

Postural moves
database

FIGURE 1 System architecture for managing postural interaction during the job interview simulation.

studies showing that bodily expressions are not easily recognized when facial expressions are not congruent with bodily behav-
ior®*0 Tn addition, several studies have investigated the effect of face blurring during body language processing. These studies
have shown that body language processing is performed automatically and unconsciously and does not rely uniquely on facial
expressions 9008,

Postural moves of the virtual interviewer need to be varied to give him/her some credibility. Based on the detailed inspection of
the video extracted from the corpus, we defined possible postural moves in the two-dimensional horizontal plane that depend on
the position of the listening virtual interviewer. We defined 7 possible whole-body postural positions (Center, Front, Front-Left,
Front-Right, Back, Back-Left, and Back-Right) that the listening virtual interviewer can take. To further deepen the variability
of the virtual interviewer, we defined two types of postural moves that correspond to significant moves of interviewers that we
observed in our job interview corpus:

1. Transitions: Anterior-Posterior (AP) and Medio-Lateral (ML) moves from one position to another.
2. Fidgets: moves in the same position.

In addition to fidget moves and transition moves, we included some idle moves. This means that no significant movement is
played but movement still occurs in a subtle way so as not to appear totally static. An idle movement is assigned for each position.

All possible moves of the virtual interviewers were motion captured by a non-professional male actor to ensure realistic seated
postural moves (Figure [2). In each of the seven positions, we captured three different fidgets. For each possible transition, we
captured two moves in one direction (position A to position B) and two other moves in the other direction (position B to position
A). All these moves have duration ranging from three to eight seconds to match observations from the corpus. This provided
the virtual interviewer animation module with 69 possible postural moves. As, on average, an interviewer performs about eight
significant postural moves within a presentation, this provides enough variability to avoid having the user perceives that two
moves are the same. In addition, for each postural position, we captured two takes of 40 seconds of so-called idle movement
(i.e., doing nothing). Finally, two motion sequences were captured to start and end the presentation task. In the starting motion
sequence, the interviewer provides the instructions of the presentation task to the user. In the ending motion sequence, the
interviewer thanks the user for his/her participation. Figure[3|shows the seven possible postural positions and transitions obtained
from the motion capture session.

To provide smooth realistic animation between each interviewer postural behavior (fidget or transition), the rendering module
makes use of a state machine in which each animation transition is interpolated by generating intermediate animations at runtime
(using the Mecanim Animation System from Unity3D®?, Two virtual humans were animated: one businesswoman and one
businessman. The seven postural positions performed by our virtual businessman are displayed in Figure 4]

3.2.2 | Sensing module

The sensing module collects signals from different devices and computes several user behavioral measures in real-time. We use
the Social Signal Interpretation (SSI) framework, which supports streaming from multiple sensors and includes mechanisms for
their synchronization’.

The user’s postural behavior is collected from a force platform device on which the user stands. The force platform device
(Amti AccuGait) is capable of providing, in real-time (60 Hz), the three ground reaction force components (Fx, Fy, Fz) and
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FIGURE 2 Recording the postural moves for the virtual interviewer from a motion capture session.

FIGURE 3 Postural positions and transitions recorded for the virtual interviewer. Each postural position is shown with its
respective nomenclature (C = Center, BL = Back-Left, B = Back, BR = Back-Right, FLL = Front-Left, F = Front, and FR =
Front-Right).

the three moment components (Mx, My, Mz) that are measured as a user is standing and is in contact with the platform. These
measures are used to compute the Center Of Pressure (COP) displacements along the two axes, Anterior-Posterior (AP) and
Medio-Lateral (ML), using the following equations:

M,

COPX = —T. (1)
M,

COP, = —=. @

z
These measures (COP, and COP,) provide information about the user’s ML and AP postural behavior (postural control)

while standing on the force platform. In our system, both measures are sent in real-time to the decision module using a socket
connection.
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B
BR / \ BL
'\ 3 /
FIGURE 4 Postural positions of the virtual interviewer (C = Center, BL = Back-Left, B= Back, BR = Back-Right, FL. =
Front-Left, F = Front, and FR = Front-Right).

3.2.3 | Decision module

This module couples the sensing and rendering modules by implementing a rules-based matching algorithm that produces the
postural behavior of the virtual interviewer from the postural behavior of the user (how postural moves of the virtual interviewer
are influenced by the user’s postural moves). This module receives as input the horizontal and vertical displacements of the user’s
center of pressure (CO P, and CO P,) and decides the postural behavior that the virtual interviewer will perform. The interviewer
postural behavior can be either mirror (the same postural move as the user) or random (random selection of the postural move).

To select the appropriate behavior of the virtual interviewer, the module must first identify the type of postural behavior
displayed by the user. As explained previously (section[3.2.T)), two postural behaviors are considered when analyzing the user’s
moves: fidget and transition. Each type of postural behavior is detected by comparing the displacements of the user’s center of
pressure (COP, and COP,) between a current time 7 and an initial time 7.

A fidget behavior is detected if the displacements of COPx and COPy meet the following three criteria:

1. if(3,COP +Y,COP)>T,

acc

2. if|COP, — COP,| < T,
3. if|COP, — COPy| < T,

26 COP, and 26 COP, represent the accumulated displacements of COP, and CO P, between the current time 7 and the
initial time #,. COP,, and COP,, are the horizontal and vertical COP displacements at the current time. COP,, and COP,, are
the horizontal and vertical COP displacements at the initial time. T,..andT, are thresholds, these values were empirically set
during pretests (about 5 persons tested the system). These values were obtained by computing the average displacement (COP,
and COP)) from several fidget behaviors of a user standing on the platform and presenting himself to the virtual interviewer.

A transition behavior is detected when the user’s postural position at the current time ¢ is different from the user’s postural
position at the initial time 7,,. To identify the user’s postural position, we computed the orientation of the user’s center of pressure

in the XY plane using the following conditions:
e X=0, Y=0
e if(COP,>T,,,) Then X =+
e if(COP, < -Ty,,) Then X =—
e if(COP,>Ty,,,) Then Y =+
e if(COP,<-Ty,,) Then Y = —
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TABLE 1 Postural positions associated with the user’s horizontal (X) and vertical (Y) orientation.

X | Y | Postural Position
CENTER
FRONT
FRONT-RIGHT
FRONT-LEFT

- | BACK
BACK-RIGHT
BACK-LEFT

+ oo

+|+|+]|o

+lo

TABLE 2 Postural positions associated with the user’s horizontal orientation and COP vertical displacement.

X | Y| cCop Postural Position
+ | 0 | COP>0 | FRONT-RIGHT
- | 0 | COP>0 | FRONT-LEFT

+ | 0 | COP,<0 | BACK-RIGHT

- | 0 | COP<0 | BACK-LEFT

T}, 1s a threshold chosen during pretests (about 5 persons tested the system). These values were obtained by computing the
average displacement (COP, and COP,) from several transition behaviors of a user standing on the platform and presenting
himself to the virtual interviewer. Once the orientation is found, the postural position of the user is identified using the following
two tables (Table [I]and Table [2):

To support postural interaction (mirror or random) with the virtual interviewer behavior (rendering module), the decision
module uses the information about the user’s current postural behavior (sensing module) to detect a fidget behavior or a transition
behavior. Once the behavior was detected, the decision module sends a message to the rendering module each time that a
virtual interviewer behavior or idle movement must be played. The idle movement is played in the case of a fidget behavior or
a transition behavior is not detected.

In a last step, we checked if the distribution of the produced postural moves by our algorithm in the case of our 5 beta-testers
corresponds to the one present in the real corpus. With a postural move every 20 seconds, the algorithm produce more postural
moves than in the real corpus (one every 30 seconds). This difference might have been caused by the fact that our beta-testers
were aware of the purpose of the setup and thus more inclined to perform postural moves.

4 | USER STUDY

We conducted a study to assess the impact of the proposed postural interaction on the users’ behaviors and users’ perception
(e.g. perceived difficulty or perceived stress) during the self-presentation task. In addition, as stated in section [2.1] and [2.3]
several studies have shown that interviewers’ gender'#1> and mirroring behavior®?>? can influence performance and perception
of participants during public speaking situations. Thus, the impacts of these two variables are also evaluated in our study.
Specifically, this study aims to answer the following questions:

o [s the self-presentation task with virtual interviewers as threatening as the self-presentation task with human interviewers?

e How is the performance (postural behavior and perception) of participants affected by the postural behavior and the gender
of the virtual interviewer?

e Is there a relationship between the performances of participants during the self-presentation simulation and their
personality traits?

Participants were asked to stand on a force plate and present themselves in front of the virtual interviewer to apply for a job.
Subjects did not know that their balance was detected by the force plate. To animate the virtual interviewer, we implemented
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FIGURE 5 Setup and virtual interviewers displayed during the presentation task. The left image shows the male virtual
interviewer. The right image shows the female virtual interviewer.

four conditions resulting from the combination of two variables: 1) mirror vs. random postural behavior, and 2) female vs. male
virtual agent. As mentioned earlier (introduction, section [2.3] and section [3.2.3)), the postural behaviors evaluated in our study
are triggered by the change of postural behavior of the user. However, mirroring behavior refers only to the virtual interviewer
mirroring the same postural move (like in a mirror) of the participant>?.

4.1 | Apparatus and Participants

An AMTI Accugait force plate was placed one meter in front of a 75” screen (Figure [5). Since we are interested in measuring
the participants’ postural behavior during the self-presentation task, a Microsoft Kinect was placed under the screen to collect
measurements of these postural behaviors (these behavioral measures will be explained in section[4.4.T). In our setup, the force
plate and Kinect data were used to record users’ postural behavior. The force plate data was also used by the decision module
to decide the postural behavior of the virtual interviewer. The virtual scenario was implemented using Unity3D and displayed
with a resolution of 1920 x 1080 pixels at a frame rate of 60 FPS. A male virtual interviewer and a female virtual interviewer
were used (Figure [3)).

Thirty-two participants aged from 21 to 51 (x = 29.95, SD = 6.45), sixteen males and sixteen females, participated in the
experiment. 25 participants were French, 4 participants were Algerians, 2 participants were Tunisians and 1 participant was
Lebanese. All participants were fluent in French (the instructions and all questionnaires were written in French). Each participant
signed a consent form which included information about the study and explained that data was collected and held anonymously.

4.2 | Procedure

Participants were instructed to present themselves to a virtual interviewer in order to apply for a job that was particularly impor-
tant for them. These first and short instructions (given by the experimenter) were given with the aim of briefly informing the
participant about the main task of the experiment. Before the task, participants were asked to answer a personality question-
naire (Big Five”!) and a questionnaire assessing threat and challenge (ThCh) appraisals®®. Then, the participant entered the
experimental room and was asked to stand in the middle of the force plate in front of the virtual interviewer (Figure[7). The
experimental room was sound isolated, and a low level of illumination was kept constant throughout the experimental session.
Once the participant was ready and the instructions were clear to them, the experimenter left the room and initialized the virtual
interviewer behavior remotely. Immediately, the virtual interviewer provided the participant with the following detailed instruc-
tions (in french language) for the presentation task: "You are applying to a job that is particularly important to you. You will have
five minutes to present yourself in front of a camera and describe your personal characteristics, for example, your personality,
skills, and experiences, that you view as strengths and that would enable you to be relevant for this job. You must also indicate
those characteristics that might be perceived as weaknesses and how you did or are willing to improve them. Be as sincere as
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Time Human interviewer study Virtual interviewer study
¢ Personality questionnaire (Big Five) + Personality questionnaire (Big Five)
e Appraisal (ThCh) questionnaire + Appraisal (ThCh) questionnaire
Before the task * Instructions from the experimenter * Instructions from the experimenter

¢ Readingofa 1 page text (reading phase)

¢ Instruction reminder (listening phase) + Instruction reminder (/istening phase)
Public speaking * 5 minutes self-introduction speech * 5 minutes self-introductionspeech
task (presentation phase) (presentation phase)

¢ 5 minutes questions and feedback from
two interviewers (dialogue phase)

* Perceived difficulty and stress * Perceived difficulty and stress
After the task + Emotional response * Emotionalresponse
(short * Perception of the virtual interviewer
questionnaires) (2 questionnaires)

* Movement perception

FIGURE 6 Experimental steps of the human interviewer and virtual interviewer studies.

FIGURE 7 The setup designed for the presentation task. The participant speaks to a virtual interviewer to apply for a job.
Behavioral measures are recorded from a Kinect camera and force plate sensors.

possible. This is an important prerequisite for this position." These instructions were the same as the instructions used for the
initial corpus collection®Z,

The presentation task lasted five minutes per participant. During the task, behavioral measures of the participant were extracted
from the Kinect and the force plate sensors. If the participant finished his/her presentation before the end of the five minutes,
he/she was instructed to wait for an alarm sound indicating the end of the presentation phase. At the end of the five-minute
interval, the virtual interviewer thanked the participant and allowed the participant to leave the experiment room and join the
experimenter. Finally, five short questionnaires (described in section 4.4.2)) were given to the participant to evaluate his/her
subjective perception of the virtual interviewer (humanness, dominance and warmth), perceived stress and difficulty, emotional
response and movement perception during the presentation task. Each participant performed the experiment in one single session
lasting approximately 20 minutes overall.

The figure [f] shows the experimental steps for virtual interviewer and human interview studies. As shown in this figure, the
reading phase and the dialogue phase were not replicated in the virtual interviewer study. The participants of both studies
answered the same questionnaires before and after the task. However the participants of the virtual interviewer study answered
three more questionnaires related to the perception of the virtual interviewer (humanness, dominance and warmth) and movement
perception.
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4.3 | Experimental design

A between-subject experimental design was used. Two independent variables were used for the virtual interviewer: Movement
and Gender. For the Movement variable, two conditions were considered: mirror and random. For the mirror condition, the
virtual interviewer performed the postural change in the same direction (as in a mirror) as the participant. In the random condi-
tion, the virtual interviewer performed a random postural change. Both conditions were performed when a postural change of
the participant was detected (section [3.2.2)). For each experiment, participants were not informed about the postural changes of
the virtual interviewer. For the Gender variable, two conditions were considered: male virtual interviewer and female virtual
interviewer. Both virtual interviewers played the same animation. In our experimental design, the 32 participants were divided
in four groups. Each group of participants was evaluated on each of the following combination of variables: 1) mirror and male,
2) mirror and female, 3) random and male, 4) random and female.

4.4 | Measures

Behavioral measures and self-reports were collected from the participant. Behavioral measures are related to the postural and
body behavior of the participant during the presentation task. Participants are not informed that their behavioral measures are
collected during the experiment. Self-reports are related to the feelings of the participant before and after the presentation task
and his/her subjective perception of the virtual interviewer. All collected measures are described below.

4.4.1 | Behavioral measures

Four behavioral measures were collected during the presentation task: the contraction index (CI) and the quantity of motion
(QoM) extracted from the Kinect, ML displacements of the center of pressure (COP,) and AP displacements of the center of
pressure (COP,)) extracted from the force plate. CO P, and COP, are described in Section@ CI and QoM measures are
computed from RGB-D Kinect data, and both measures are described below.

The Contraction Index (CI) is a value, ranging from O to 1, indicating the degree of expansion / contraction of the body in the
2D plane of the camera. It is considered to be a behavioral indicator reflecting the emotional effusiveness of performers”2. The
larger the CI (close to 1), the more closed the stance of a performer; inversely, the smaller the CI (close to 0), the more open the
stance of the performer. The CI is computed as the ratio of the area of the bounding box that covers the human silhouette and
the area covered by this silhouette” 7>, In our system, the human silhouette is extracted from Kinect depth data using the player
detection algorithm provided by the Kinect SDK#,

The Quantity of Motion (QoM) is a value between O and 1 that estimates the total amount of motion of the body in the 2D
plane of the camera. It is often considered a measure of kinetic energy and recurrently associated with emotional arousal in
affective situations”>. We used the motion history images algorithm (MHI)®*, which provides an image template that shows the
recency of motion in a sequence. Both measures (CI and QoM) are computed using the following equations:

AY
cr=2. 3)
QoM = QCOP . 4)

where A, is the area of the silhouette (in pixels), C, is the area of the bounding box surrounding the silhouette, and QoP is

the quantity of pixels moving in the image (figure|[§]

4.4.2 | Self-reports

Two questionnaires were collected from the participants before the presentation task to identify dispositions influencing the
performance in regulating stress during the simulation.

The Big Five Inventory (BFI) is the most widely used and extensively researched model of personality. It is a self-report
inventory designed to measure five broad factors (dimensions) of personality traits: Openness to experience (O), Conscientious-
ness (C), Extraversion (E), Agreeableness (A), and Neuroticism (N) . (John and Srivastava, 1999). For this study, the French
version is used, which consists of a 45-item questionnaire scored on a 5-point Likert scale’L.

Threat and challenge (ThCh) appraisals were measured by four questions on a 7-point Likert scale®. Two items assess the
primary appraisal, which is how important and stressful participants perceive the event to be (Threat). The other two items
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FIGURE 8 Behavioral measures. Left image: the contraction index (C I') computed from the human silhouette and its bounding
box (white rectangle). Right image: the quantity of motion (QoM') computed from the motion history image (blue pixels) and
the silhouette’s bounding box.

assess the secondary appraisal, which is how well participants think they will cope with the task (Challenge). A ratio of the two
scores (primary/secondary) generates appraisal scores. Higher scores denote a threat. This questionnaire had also been collected
in the initial human-human interactions. The following three questionnaires regarding how participants perceived the virtual
interviewer were collected after the presentation task:

1. Movement perception is measured by three items on a 5-point Likert scale (Annex 1). The first item measures the self-
movement perception during the task. The second item measures how the participant perceived the movements of the
virtual interviewer. The third item measures if the participant felt that the movements of the virtual interviewer were
similar to his own. The items aimed to control if the mirroring behaviors were perceived: mirroring has to be unconscious
to impact the interaction'’Z.

2. Perceived humanness scores’ are motivated by the original graph of the uncanny valley proposed by”. These indices

measure participants’ attitudes and acceptance toward anthropomorphic characters. The six following items are used:
artificial-natural, human made-humanlike, without definite lifespan-mortal, inanimate-living, mechanical movement-
biological movement, and synthetic-real. The perceived humanness score is computed from the average of these six items.
The reliability of this test was measured, obtaining a Cronbach’s coefficient alpha of 0.83 (good internal consistency).

3. Perceived dominance and warmth® scores are used to measure social perception of human behavior. Two items were
used: dominant-submissive and warm-cold.

The following two questionnaires regarding how participants felt during the interaction were collected after the presentation
task:

1. Perceived difficulty and stress? assess the perception of participants of their own performance in a speaking task. In
the current study, we selected two relevant questions to measure stress and difficulty on a 5-point Likert scale. This
questionnaire was also collected in the initial human-human corpus.

2. The Self-Assessment Manikin (SAM)8L is a non-verbal pictorial assessment technique used to measure each of the three
major emotional dimensions (pleasure, arousal, and dominance) associated with the participant’s emotional response after
the presentation.

S | ANALYSES AND RESULTS

In this section, three analyses are presented. In the first analysis, a comparison between the collected measures obtained with the
virtual interviewers and the measures obtained with human interviewers is presented. In the second analysis, the performance
of participants during the presentation task is examined with respect to the variables (Male/Female virtual interviewer and
Mirror/Random behavior). Finally, a correlation analysis between the participants’ performances and their personality traits is
described.

5.1 | First Analysis: Virtual Interviewer vs. Human Interviewer
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Real_Interviewer Virtual Interviewer

FIGURE 9 Box plot for perceived stress; dashed lines connect mean values. Participants reported higher perceived stress scores
with the Real Interviewer condition.

We expected that human interviewers would induce in participants a higher perceived stress and difficulty during the self-
presentation task than the virtual interviewers since the presence of real people induces the possibility of reasoning and online
social judgments that are difficult to implement in a virtual interviewer. We considered the subjective and behavioral performance
of participants during the presentation task for each condition (Real interviewer and Virtual interviewer).

Regarding the subjective performance, a one-factor between-subject ANOVA was conducted for each of the following sub-
jective scores obtained from each participant: appraisal scores (ThCh), perceived difficulty scores and perceived stress scores.
Regarding the behavioral performance, a one-factor between-subjects ANOVA was conducted for each behavioral measure con-
sidered (section 4.4.T). For each participant, the average Contraction Index (CT), the average Quantity of Motion (QoM), the
standard deviation of horizontal and vertical displacements (COP, and CO P,) were computed from the entire duration of the
presentation task. For comparison purposes, the four behavioral measures from the virtual interviewer experiment were extracted
using the same algorithms and with similar conditions (controlled lighting conditions and same camera angle) to those used in
the job interview corpus with human interviewers (described in section . As shown in ﬁgure@ Contraction Index (CT) and
Quantity of Motion (QoM) measures were obtained using image processing algorithms®*#, For each ANOVA analysis, the
independent variable (factor) was the type of interviewer: Real Interviewer or Virtual Interviewer.

We expected that the participants’ perceived threat before the self-presentation task with virtual interviewers, would be similar
to the participants’ perceived threat with real interviewers. However, during the self-presentation task, the real interviewers may
induce a more difficult and stressful experience since, as mentioned earlier, the presence of real interviewers may induce the
possibility of reasoning and judgment behaviors"' that are difficult to simulate in a virtual interviewer. Therefore, we expected a
significant difference in the behavioral measures of participants as a result of the different self-presentation experience between
the virtual interviewer and real interviewer. The hypotheses for these analyses were as follows:

e H1.1: The appraisal before the presentation task with the virtual interviewers is not significantly different from the
appraisal before the presentation held in front of the human interviewers.

e H1.2: The perceived stress elicited by the presentation task with the virtual interviewers is significantly lower than the
perceived stress while presenting in front of real interviewers.

e H1.3: The perceived difficulty of the presentation task with the virtual interviewers is significantly lower than the perceived
difficulty of presenting in front of real interviewers.

e H1.4: The behavioral measures of participants with the virtual interviewers are significantly different (significantly higher
or lower) than the participants’ behaviors with the human interviewers.

The ANOVA results showed that no significant main effects were found (p = 0.91) for Appraisal scores between Real
Interviewer and Virtual Interviewer. This confirms H1.1.

The analysis of the perceived stress revealed significant main effects between Real Interviewer and Virtual Interviewer con-
ditions (F(1,62) = 8.81; p < 0.01). Lower perceived stress scores were found for the Virtual Interviewer condition (Figure [9).
This confirms H1.2. Regarding the perceived difficulty, no significant main effects were found (p = 0.28), thus rejecting H1.3.

Regarding the behavioral measures, highly significant mean effects were found for the Contraction Index (CI) between Real
Interviewer and Virtual Interviewer conditions (F(1,62) = 74.01; p < 0.0001). Higher means were obtained for the Virtual
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FIGURE 10 Box plots for the Contraction Index (CI) (a) and the Quantity of Motion (QoM) (b). CI was significantly higher for
the Virtual Interviewer condition. QoM was significantly higher for the Virtual Interviewer condition.
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FIGURE 11 Box plots for the variability of ML center of pressure displacement (CO P,) (a) and the variability of the AP center
of pressure displacement (COP,) (b). Participants performed with significantly higher variability (larger sways) in the Virtual
Interviewer condition.

Interviewer condition (Figure [I0p). The Quantity of Motion (QoM) also showed highly significant mean effects (F(1,62) =
18.90; p < 0.0001), where higher means were found for the Virtual Interviewer condition (Figure [IOb). The variability of the
center of pressure displacement showed main effects for COP, (F(1,62) = 11.24; p < 0.01) and COPy (F(1,62) = 6.03; p <
0.05). Both displacements (COP, and COPy) showed higher means for the Virtual Interviewer condition (Figure ['1;1'[) These
results confirm H1.4.

5.2 | Second analysis: Movement and Gender

Regarding users’ perception of the virtual interviewer, a two-factor between-subject ANOVA was conducted for perceived
humanness, dominance and warmth. Regarding movement perception, a two-factor between-subjects ANOVA was conducted
for each evaluated item: self-movement perception, virtual interviewer movement perception and similarity of the virtual inter-
viewer’s movement. Regarding users’ emotional responses, a two-factor between-subjects ANOVA was conducted for each
emotional dimension: pleasure, arousal and dominance. Regarding the subjective evaluation of the performance, a two-factor
between-subjects ANOVA was conducted for perceived difficulty and perceived stress scores. Finally, regarding the behavioral
performance, a two-factor between-subjects ANOVA was conducted for each behavioral measure computed from the presenta-
tion task: the average of the Contraction Index (C1), the average of the Quantity of Motion (QoM ), and the standard deviation
of the ML and AP displacements (COP, and COP)). Post hoc comparisons were performed using Tukey’s method.

As mentioned in section several studies?Z? observed that mimicking or mirroring the postural behavior during a social
interaction facilitates the smoothness of interactions between interaction partners. Thus, we expected that the Movement factor
(Mirror | Random) would significantly affect the perceived humanness and users’ performances (perceived stress and difficulty).
Mirroring behavior, by inducing a greater sense of human presence, would induce more humanness and stress than random
behavior. Perceived dominance and warmth could be affected by Gender since western gender stereotypes associate attributes
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FIGURE 12 Box plot for perceived warmth scores. The mirror movement condition obtained significantly higher mean scores
only for the Female virtual interviewer condition.

of affiliativeness and positivity to women, while men are generally perceived as being more dominant and negative82. However,
since both virtual interviewers wore business clothes with blurred faces, we expected to find no significant differences in either
dimension. We expected that the perceived warmth of the virtual interviewer would be affected significantly by the mirror
condition: being mirrored should increase the sense of rapport and positivity. We also expected the participants’ emotional
responses and behaviors to be impacted only by Movements based on the idea that mirroring is a spontaneous phenomenon
inducing a greater feeling of presence and social stress. This association between perceived humanness, dominance, warmth and
perceived stress would allow us to induce higher or lower stress and difficulty in the self-presentation task of the job simulator.
Finally, we expected that participants would not notice any difference in the movement of the virtual interviewer. Thus, the
hypotheses for this analysis were as follows:

e H2.1: Perceived humanness of the virtual interviewer is significantly different only between Mirror and Random
movement conditions.

e H2.2: Perceived dominance and warmth are not affected by Gender. Perceived warmth is affected significantly by
Movement.

e H2.3: Perceived stress and difficulty during the task are significantly different only between Mirror and Random
conditions.

e H2.4: The participants’ emotional responses during the task are significantly different only between Mirror and Random
conditions.

e H2.5: The behavior of participants during the task is significantly different only between Mirror and Random conditions.

e H2.6: Participants’ perceptions of self-movement, virtual interviewer movement and similarity of virtual interviewer
movement are not significantly different across all conditions.

Regarding the perceived humanness scores, no significant main effects were found for the Movement factor (p = 0.199) or
the Gender factor (p = 0.63). The interaction between both factors was found to be non-significant (p = 0.85). Thus, hypothesis
H2.1 is rejected.

With respect to the perceived dominance, no significant main effects were found for Movement (p = 0.85) and Gender (p =
0.85). The interaction between factors was also non-significant (p = 0.560). Regarding the perceived warmth scores, the analysis
showed a non-significant main effect for Movement (p = 0.09) and Gender (p = 0.729). However, a significant interaction effect
was found between both factors (F(1,31) = 6.02; p < 0.05). Post hoc analysis revealed that there were significant differences
between Mirror and Random movements only for the female interviewer condition (p < 0.05). The Mirror movement condition
induced higher means of the perceived warmth scores. The Movement factor was not significantly different than for the Male
condition (Figure [12). These results partly confirm H2.2.
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FIGURE 13 Boxplots for Quantity of Motion (QoM) (a) and for variability of the AP center of pressure displacement (COPy)
(b). Participants’ QoM values were significantly higher with the Female virtual interviewer. A higher difference was obtained
with Mirror movements. CO P, was significantly higher with the Female virtual interviewer.

Perceived stress and difficulty scores did not show significant main effects for Movement (p = 0.88 for stress, p = 0.43 for
difficulty) or Gender (p = 0.88 for perceived stress, p = 0.79 for perceived difficulty). No significant interaction effects were
found (p = 0.054 for perceived stress, p = 0.07 for perceived difficulty). This rejects H2.3.

Regarding the participant’s emotional response (pleasure, arousal and dominance), no significant main effects were found for
Movement (p = 0.16 for pleasure, p = 0.31 for arousal, p = 0.6 for dominance) or Gender (p = 0.54 for pleasure, p = 0.54 for
arousal, p = 0.6 for dominance) factors. The interaction effect was also found to be non-significant (p = 0.07 for pleasure, p =
0.07 for arousal, p = 0.38 for dominance). These results reject H2.4.

Regarding the behavior of participants, the Contraction Index (CI) did not show significant main effects for Movement (p
= 0.44) or Gender (p = 0.81). The interaction among factors was found to be non-significant (p = 0.46). The Quantity of
Motion (QoM) did not show significant main effects for Movement (p = 0.96). Conversely, a significant main effect was found
for Gender (F(1,31) = 6.36; p < 0.05). Post hoc tests showed that the Quantity of Motion (QoM ) was higher for the Female
virtual interviewer condition. Pairwise comparisons showed a higher difference of Quantity of Motion (QoM) for the Mirror
condition (p < 0.05) (Figure [[3p). The interaction between both factors was observed to be non-significant (p = 0.17). The
variability of the ML center of pressure displacement (CO P,) did not show significant main effects for Movement (p = 0.7) and
Gender (p = 0.15). In addition, a non-significant interaction was found (p = 0.28). Regarding the variability of the AP center
of pressure displacement (COP)), no significant main effects were found for Motion (p = 0.39). However, the Gender factor
showed a significant main effect (F(1,31) =7.92; p < 0.01). Post hoc tests revealed a higher variability of COP, in the Female
virtual interviewer condition (Figure[I3p). No significant interaction was found between the two factors (p = 0.67). These results
partially support H2.5.

Regarding the perception of movement by participants, no significant effects were found in the self-movement perception
(Movement factor: p = 0.12, Gender factor: p = 0.34), the virtual interviewer movement perception (Movement factor: p = 0.72,
Gender factor: p = 1) or the similarity of virtual interviewer movement (Movement factor: p = 0.29, Gender factor: p = 0.61).
Interaction between both factors was also observed to not be significant (self-movement perception: p = 0.2, virtual interviewer
movement perception: p = 0.29, similarity of virtual interviewer movement: p = 0.1). These results confirm H2.6.

5.3 | Third analysis: Correlations between participants’ performances and personality trait

A Pearson’s correlation matrix was used to explore the relationship between the performances of participants and their per-
sonality traits. Table [3| shows the correlation matrix between the personality traits of participants (Openness to experience,
Conscientiousness, Extraversion, Agreeableness, and Neuroticism) and the participants’ behavioral measures: Contraction Index
(C1I), Quantity of Motion (QoM), variability of horizontal center of pressure displacement (COP,), and variability of vertical
center of pressure displacement (C OPy); their emotional response: Pleasure (P), Arousal (A), and Dominance (D); the situation
appraisal scores (Appra), the perceived stress (Stress), and the perceived difficulty (Diff).
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TABLE 3 Pearson correlation matrix between participants’ measures collected during the experiment and their personality
traits. Degree of correlation significance: (A) p < 0.05, (B) p < 0.01, (C) p < 0.001

CI QoM | COPx | COPy | P A D Appra | Stress | Diff
0O | 0.091 0.215 0.093 -0.097 | 0.136 -0.247 | -0.529% | -0.261 -0.290 -0.4014
C | 0.374* | 0.008 -0.4424 | -0.126 | 0.307 -0.310 | -0.355% | -0.250 -0.5128 | -0.3854
E | 0.306 0.339 0.208 0.125 | 0.466® | -0.347 | -0.411* | -0.416* | -0.183 -0.250
A | 0.280 0.416* | 0.094 0.219 | 0.296 -0.148 | -0.157 -0.334 -0.3584 | -0.206
N | -0.084 | -0.123 | 0.027 0.061 | -0.586C | 0.581C | 0.664C | 0.601C | 0.639C | 0.512B
Personality traits across conditions (Movement) Personality traits across conditions (Gender)
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FIGURE 14 Box plot showing the distribution of personality traits (Openness to experience, Conscientiousness, Extraversion,
Agreeableness, and Neuroticism) of the participants across conditions (Movement and Gender).

Regarding the behavioral measures, the correlation analyses (Table[3) revealed a weak and positive correlation between the
Contraction Index and the Conscientiousness personality trait (r = 0.374, p < 0.05). The Quantity of Motion was moderately
and positively correlated to the Agreeableness personality trait (r = 0.416, p < 0.05). The variability of CO P, was moderately
and negatively correlated to Conscientiousness (r = -0.442, p < 0.05).

Regarding the emotional response, Pleasure was moderately and positively correlated to Extraversion (r =0.466, p < 0.01) and

moderately and negatively correlated to Neuroticism (r = -0.586, p < 0.001). Arousal was moderately and positively correlated
to Neuroticism (r = 0.581, p < 0.001). Dominance was moderately and negatively correlated to Openness to experience (r =
-0.529, p < 0.01) and Extraversion (r =-0.411, p < 0.05). It was also weakly and negatively correlated to Conscientiousness (r
-0.355, p < 0.05) and strongly and positively correlated to Neuroticism (r = 0.664, p < 0.001).
Appraisal scores were strongly and positively correlated to Neuroticism (r = 0.601, p < 0.001) and moderately and negatively
correlated to Extraversion (r = -0.416, p < 0.05). Perceived Stress was strongly and positively correlated to Neuroticism (r =
0.639, p < 0.001), moderately and negatively correlated to Conscientiousness (r =-0.512, p < 0.01) and weakly and negatively
correlated to Agreeableness (r = -0.358, p < 0.05). Perceived Difficulty was moderately and positively correlated to Neuroticism
(r =0.512, p < 0.01), moderately and negatively correlated to Openness to experience (r = -0.401, p < 0.05) and weakly and
negatively correlated to Conscientiousness (r = -0.385, p < 0.05).

Finally, the distribution of personality traits of the participants across conditions is showed in FigurdI4] As shown in this
figure, the personality traits with more variability were Neuroticism and Extraversion.

6 | DISCUSSION

Our results suggest that the human-virtual agent interactive situation was found to be as threatening as the human-human situa-
tion before the interaction and as difficult but with lower perceived stress after the interaction. This lower perceived stress with
virtual interviewers may be due to the fact that the feedback session (dialogue phase) with the interviewers was not included in
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this interaction. Thus, the participants were not evaluated about their performance by the virtual interviewer. However, although
the perceived stress was lower in the interaction with the virtual interviewer compared to the interaction with the human inter-
viewer, the absolute ratings on the stress scale for both situations were close, revealing an average level of stress (about the mean
of the scale). These results suggest that it is relevant for users to train with a virtual simulation of a job interview that reproduces
the conscious appraisal process of a real-life training situation (simulation of a job interview with real persons). The difference
in stress felt between the real and virtual conditions is congruent with most of the differences in behaviors: being less stressed
induces less controlled behaviors (more quantity of motion; center of pressure displacements that correspond to a more artic-
ulated mode of intersegmental functioning, freeing joint degrees of freedom). In fact, as negative or threat stimuli can trigger
flee behaviors, fight behaviors or freezing behaviors®3, a job interview is considered to be a situation that can induce freezing
behaviors, The increase in the contraction index for the virtual interviewer simulation is more difficult to interpret. One pos-
sible explanation is that, although candidates felt less stressed and had larger postural movements, inducing a greater quantity
of movement, they displayed less hand movements (which increased the contraction index) because of the virtual nature of the
interviewer: communicative gestures are less necessary when interacting with such an artificial entity, the hands of which are
not visible. Such a result and interpretation require further analyses, for example, by comparing hand movements of the par-
ticipants from the real and virtual conditions via video analysis. Overall, the fact that our virtual simulation is less stressful
than the human-human simulation was expected: it seems challenging to elicit as much stress as the presence of a real person.
Future studies should attempt to evaluate how the presence of richer nonverbal information (facial expression, head and hand
movements) displayed by the virtual interviewer can reduce this gap.

We compared female vs. male virtual interviewer and mirror vs. random postural movements conditions. We expected no effect
of Gender on the simulation since clothes and faces were not salient indicators of gender. This result was partially confirmed: no
main effect of Gender was found. Again, this research question remains open for situations where facial expressions are visible:
western stereotypes are possibly reduced by the limited amount of gendered cues. An additional factor potentially limiting
any gender effect is the fact that motion-captured movements were from a male only. Regarding mirroring, the condition was
subtle and not detected by participants. This was confirmed by self-reports of perceived movement similarity. Such a result
is important since mirroring has been observed to not be well perceived by users if it is too salient and easily detectable>”.
Second, we hypothesized that mirroring as a spontaneous phenomenon would induce a greater feeling of presence associated
with a more stressful interview. This hypothesis was not validated: no differences in rated humanness or in perceived stress
or difficulty and postural behaviors were observed. Instead, an unexpected interaction appeared to be significant: the female
virtual interviewer under the mirroring condition was rated as being warmer, inducing a greater quantity of movements and more
postural displacements in the vertical plane. red This effect may not be related with the gender of participants since the gender
of the thirty-two participants was also balanced in our experiment (sixteen males and sixteen females). This effect seems to be
related to an increase of rapport thanks to a congruence effect: the female virtual interviewer, which conveys more positivity
than the male interviewer, induces a significantly more pleasant interaction when mirroring, thus leading to a perception of
affiliation®*,

The correlations between participants’ states and behavior measures and personality traits were computed. However, as the
sample size is relatively small, the results should be taken cautiously. Globally, the results suggest that the inter-individual
differences in personality factors are in relation to: postural behaviors, emotional reactions and perceptions of participants during
the simulated presentation task. Regarding behavioral measures, Agreeableness was observed to be positively correlated with
quantity of motion. This is in accordance with the impact of an increase of rapport in the interaction: more agreeable participants
had more affiliative behaviors, leading to an increase in Quantity of Motion®>. More conscious participants were more contracted
(contraction index) and displayed fewer lateral postural movements. Such a result is in line with the fact that Conscientiousness
is related to being more careful in decisions but also in behaviors®®. Regarding self-reported variables, Neuroticism is directly
associated with self-esteem, itself being tied to the manner of appraising others’ judgments. Being more neurotic leads to low
self-esteem, which leads to increased fear of rejection and to social anxiety®). As such, this trait was related to all other reported
variables in an expected way: being more neurotic induced less pleasure, more arousal and more dominant emotions (e.g., anger,
anxiety, frustration, etc.), appraising the situation as more threatening, stressful and difficult. The fact that no behavioral measure
is related to this trait was not expected: interaction effects could be investigated in the future. Openness and Extraversion (i.e.,
positive dispositions) are also known to have an influence on stress response through an effect on the appraisal process®>. While
both were negatively related to perceived threat, only the correlation with Extraversion was significant. In addition, Extraversion
(which is related to more emotional positivity) was related to more pleasure, and Openness was related to a perceived less
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difficult task. With such a multidimensional association, increasing the sample size to allow multivariate analysis (e.g., canonical
correlations) would allow the drawing of firmer conclusions.

7 | CONCLUSIONS AND FUTURE WORK

In this paper, we detailed how we designed a job interview simulator that replicates a job interview with real humans (the Trier
Social Stress Test?. Our contribution to the relevant literature lies in our focus on postural movements of seated interviewers
and standing candidates. We focused on the presentation phase of the job interview: the virtual interviewer is listening, the face
blurred, and leaving only postural movements visible for the candidate (no facial expressions). The job interview simulator was
evaluated via two analyses: a comparison between the virtual job simulator and a collected corpus with real human interviewers
and a comparison between different characteristics of virtual interviewers (Gender and Movement). Finally, an exploratory
analysis was conducted to investigate the correlation between the participants’ performances during the presentation task and
their personality traits.

Overall, the user study revealed the feasibility of a virtual simulation of a job interview that reproduces at least the conscious
appraisal process of a real-life training situation via postural movements only. Characteristics of virtual interviewers (Gender
and Mirroring) and personality traits of participants impacted the experience, confirming the possibility of providing a more
personalized job interview simulator.

To extend the current work, several directions can be pursued. First, we would like to integrate additional non-verbal cues in
the virtual interviewers’ behaviors (non-blurred face, facial expressions, head nods, gestures) to enhance the simulated presen-
tation task. Second, the postural interaction can be improved by combining multiple users’ postural cues (quantity of motion,
contraction index, 3D posture, gender-specific biological movements, etc.) to continuously adapt and synchronize the postural
behavior of the virtual interviewer to the user’s postural behavior. Third, we would like to analyze the impact of the direction
of postural moves of the virtual interviewer under the random condition (e.g., a virtual interviewer constantly leaning back in
his/her chair could be perceived by the users as being uninterested). Fourth, we would like to adapt the current interaction into
a Virtual Reality setup to improve the immersion of our system. In this way, we can compare if there are significant differences
regarding the perceived stress and difficulty, emotional responses and behavior of participants between the VR simulation and
the current setup with the screen. Fifth, we will expand the set of postural moves of the virtual interviewer in order to increase
the realism in the movements of the virtual interviewer. Finally, it would be interesting to evaluate the usefulness of the proposed
simulator by conducting a longitudinal study with multiple sessions to see if the users’ improvements induced by the virtual
training transfer to a job interview with human interviewers.
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A | ANNEX: MOVEMENT PERCEPTION QUESTIONNAIRE

I moved during the interaction.

1.0 2.00] 3.0 4.0 5.0 often

Never

The virtual interviewer moved during interaction.

1.0 2.00] 3.0 4.0 5.0 often

Never

If he (she) moved, its movements were the same as mine.

L4 2.0] 3.0 4.0 5.0 Totally agree

Disagree
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