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A B S T R A C T   

We describe the design, implementation, and impact of a data harmonization, data quality checking, and dy
namic report generation application in an international observational HIV research network. The IeDEA Har
monist Data Toolkit is a web-based application written in the open source programming language R, employs the 
R/Shiny and RMarkdown packages, and leverages the REDCap data collection platform for data model definition 
and user authentication. The Toolkit performs data quality checks on uploaded datasets, checks for conformance 
with the network’s common data model, displays the results both interactively and in downloadable reports, and 
stores approved datasets in secure cloud storage for retrieval by the requesting investigator. Including stake
holders and users in the design process was key to the successful adoption of the application. A survey of regional 
data managers as well as initial usage metrics indicate that the Toolkit saves time and results in improved data 
quality, with a 61% mean reduction in the number of error records in a dataset. The generalized application 
design allows the Toolkit to be easily adapted to other research networks.   

1. Introduction 

The International epidemiology Databases to Evaluate AIDS (IeDEA) 
consortium is an international research network formed in 2006 by the 
U.S. National Institute of Allergy and Infectious Diseases (NIAID) to 
allow investigators to address high priority HIV/AIDS research ques
tions through the combination and analysis of globally diverse clinical 
data [1]. Merging observational data from participating sites in a 
research network like IeDEA presents challenges for data harmonization 

and data quality; assurance of data quality is critical to the integrity of 
any analysis [2–6]. Like many disease-focused research consortia, IeDEA 
is a federated network with limited resources for technical support, so 
data quality solutions that require local software installation and dedi
cated data quality personnel are generally not feasible. Therefore, a need 
exists for a straightforward, user-friendly software solution for data 
quality checking, reporting, and secure data sharing in such research 
consortia. We describe the development and impact of the Harmonist 
Data Toolkit, our approach to streamlining data harmonization and 

* Corresponding author at: Vanderbilt Institute for Clinical and Translational Research, 2525 West End Ave Suite 1050, Nashville, TN 37203-8820, USA. 
E-mail address: judy.lewis@vumc.org (J.T. Lewis).  

Contents lists available at ScienceDirect 

Journal of Biomedical Informatics 

journal homepage: www.elsevier.com/locate/yjbin 

https://doi.org/10.1016/j.jbi.2022.104110 
Received 2 August 2021; Received in revised form 4 February 2022; Accepted 1 June 2022   

mailto:judy.lewis@vumc.org
www.sciencedirect.com/science/journal/15320464
https://www.elsevier.com/locate/yjbin
https://doi.org/10.1016/j.jbi.2022.104110
https://doi.org/10.1016/j.jbi.2022.104110
https://doi.org/10.1016/j.jbi.2022.104110
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jbi.2022.104110&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Journal of Biomedical Informatics 131 (2022) 104110

2

improving data quality in IeDEA by leveraging the Research Electronic 
Data Capture (REDCap) platform [7]. 

1.1. IeDEA 

IeDEA is composed of seven regional networks that collect data from 
over 380 HIV clinics worldwide, representing over 2 million adults and 
children living with and at risk for HIV [1] (Fig. 1). Clinics in IeDEA are 
grouped into these seven geographical regions, each with its own 
regional data center that is staffed by 1–4 data managers. These data 
managers are responsible for collecting and harmonizing observational 
data—in a wide variety of formats and languages—from the sites in their 
region. IeDEA regions collaborate by combining data from their regional 
databases for use in approved multiregional analyses [8–12]. Due to 
data privacy concerns and the data sharing regulations of participating 
countries and institutions, IeDEA regions contribute subsets of the data 
collected from clinics in their region for approved projects rather than 
pooling data in a centralized database. The U.S. National Institute of 
Allergy and Infectious Diseases purposefully developed this federalized 
structure for IeDEA to build a foundation of trust among global collab
orators with differently resourced countries. Once a multiregional 
research study is approved by IeDEA regions, each participating region 
contributes data. Regional data managers select observations that match 
the study’s inclusion and exclusion criteria and submit a dataset that has 
been mapped to the IeDEA Data Exchange Standard (DES), a common 
data model for observational HIV data [13]. Historically, the work of 
mapping data to comply with the latest version of the data model and 
performing extensive data quality checking required substantial data 
manager effort. As a result, the research process could be slow and in
dividual study data submissions often could not be readily merged into a 
global dataset by the data recipient. A more efficient and practical so
lution to real-time data mergers was needed to leverage the global data 
resources within IeDEA. 

1.2. Data quality approaches in other research networks 

Other research collaborations have addressed data quality assess
ment with a variety of methods. In a landmark 2016 paper [4], Kahn et 
al examined data quality approaches and terminology in over twenty 
large data-sharing networks and found significant inconsistencies in the 
ways that quality issues were evaluated, described, and reported. To 
improve transparency and understanding of data quality, they proposed 
a standardized framework of intrinsic data quality concepts based on 
three categories: Conformance (do data values match the constraints of 
the common data model?), Completeness (are data values present?), and 

Plausibility (are data values believable?). In 2017, Callahan et al [5] 
expanded upon this work by mapping six research networks’ data 
quality checks to the categories established by Kahn, summarizing dif
ferences in the coverage of data quality checks, and investigating the 
types of data quality tools and personnel resources used. They found that 
all six networks employed complex processes that included installing 
and updating required software—either open source or proprietar
y—and depended on the availability of both local and centralized data 
quality support, as well as familiarity with technical tools like GitHub. 
Liaw et al [14] conducted an extensive literature review of data quality 
practices in real world data and saw the need for an expanded data 
quality framework, one that includes meaningful but hard to measure 
contextual and technical indicators such as timeliness, trustworthiness, 
and traceability. 

These studies reveal that technically demanding data quality control 
practices are used by both centralized and distributed data networks. For 
example, data quality management is centralized at a coordinating 
center in the National Patient-Centered Clinical Research Network 
(PCORnet) [15–17], Pediatric Learning Health System (PEDSnet) [5], 
and the Sentinel Initiative [18–20]. These three networks use the 
Observational Medical Outcomes Partnership (OMOP) common data 
model, and query their network sites about data quality using software 
that is installed and run at sites locally. Data quality issues are reviewed 
by coordinating center personnel who follow up with the sites. Data 
quality control is maintained centrally. In contrast, the Observational 
Health Data Science and Informatics (OHDSI) network has distributed 
data quality coordination [21–23]. The original data quality tool 
developed for OHDSI, Achilles Heel [21,24], functioned primarily as a 
dataset characterization tool and was recently supplemented by the 
OHDSI Data Quality Dashboard [25]. The Data Quality Dashboard ap
plies 20 “data quality ideas” to OMOP-formatted datasets: 8 confor
mance checks, 5 completeness rules, and 7 checks for data plausibility. 
Depending on the number of tables and fields in a dataset, this can add 
up to as many as 3,300 data quality checks. 

These existing data preparation and data quality tools, although 
robust and well-suited to their networks, require high-level technical 
expertise and server infrastructure at either the participating sites or a 
central coordinating center. As a network with no coordinating center, a 
majority of sites located in resource-limited settings, and limited avail
ability of IT support and infrastructure at the regional level, IeDEA 
needed an adaptable solution. In this paper, we present the collaborative 
design method and initial use results for the Harmonist Data Toolkit, an 
intuitive web-based data quality checking, report generation, and data 
exchange application designed for IeDEA but generalizable to other 
research domains with data models defined in REDCap. 

Fig. 1. IeDEA regions and participating sites.  
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2. Methods 

2.1. Engaging stakeholders and identifying software needs 

Throughout the software development process, our informatics team 
sought both qualitative and quantitative input from IeDEA data man
agers and investigators through in-person and virtual meetings, email 
discussions, one-to-one calls, and REDCap surveys. We participated in 
monthly calls with IeDEA data managers (the IeDEA Data Harmoniza
tion Working Group) and hosted side meetings at international research 
conferences to collaborate in person with the community of stake
holders. Due to the small number of intended users of the IeDEA Har
monist Data Toolkit (1–4 data managers at each of the seven regional 
centers), it was not necessary to employ random sampling when 
distributing surveys or choosing participants for meetings and calls; we 
engaged data representatives from every region in the needs assessment 
stage as well as the software design, testing, and revision processes. 
Similarly, with such a small group of stakeholders, there was no need for 
formal analysis of meeting notes and responses to open-ended survey 
questions. Each REDCap user survey was introduced during a working 
group call, distributed to all data managers via email, and the responses 
were exported from REDCap into R [26] for tabulation. The first of these 
REDCap surveys, an initial Needs Assessment Survey, sought feedback 
from every data manager about their current workflow, challenges they 
face in data quality and data exchange, and their software preferences. 

2.2. Designing data quality checks for IeDEA 

Members of the IeDEA Data Harmonization Working Group deter
mined the scope of desired data quality checks based on their experience 
with IeDEA multiregional studies and common errors in IeDEA datasets. 
Those data quality checks were a combination of tests that individual 
data managers had implemented locally as well as checks used in other 
research networks [2,5,15,24,27]. The Harmonist team mapped the data 
quality checks to the data quality categories proposed by Kahn [4]. 

Next, we modeled the IeDEA common data model in a series of 
REDCap databases representing data tables, variables, and code lists. 
This allowed the data model to be easily edited and exported from 
REDCap in a machine-readable JSON format. We developed data 
checking scripts using the R statistical computing language [26] that 
processed the JSON data model as input and implemented general data 
quality checks based on the details from REDCap (Fig. 2). This approach 
allowed us to abstract—rather than hard-code—the data quality checks, 
and ensured applied checks would always be up-to-date with the current 
version of the data model and code lists in REDCap. 

To keep data quality feedback useful and relevant, the agenda of the 
monthly Data Harmonization Working Group included regular discus
sions on new checks proposed by data managers as well as suggested 
modifications to current checks. 

2.3. Implementing a user-centered, iterative software design approach 

After developing an initial prototype of the Harmonist Data Toolkit, 

Fig. 2. Abstracting data model details in REDCap. Data quality checks based on these details automatically include new variables and codes.  

Fig. 3. Collaborative design timeline for IeDEA Harmonist Data Toolkit.  

J.T. Lewis et al.                                                                                                                                                                                                                                 



Journal of Biomedical Informatics 131 (2022) 104110

4

we iterated toward our current application design and report content 
through several cycles of demonstrations, feedback gathering, and 
software modifications (Fig. 3). This included two separate asynchro
nous user testing events with assigned tasks to complete, followed by 
surveys. In the first testing activity, users were asked to explore the 
features of the Toolkit and complete the survey. Instructions for Testing/ 
Training Activity #2 were more specific and included every activity that 
a data manager would need to perform, including uploading datasets, 
performing data quality checks, generating reports, submitting datasets, 
deleting datasets, and retrieving submitted datasets. These tasks were 
chosen to test the full functionality of the Toolkit so that users could both 
learn and evaluate every aspect of the new workflow. Sample datasets 
were provided so that users could assess their feelings about Toolkit 
security without using real data. Both training events were introduced in 
a Data Harmonization Working Group call followed by emails to all data 
managers with details, sample datasets, and links to follow-up surveys in 
REDCap. Toolkit Survey #1 included a combination of open-ended and 
multiple-choice questions about which Toolkit features seemed most 
useful, how the Toolkit would impact the user’s workflow, as well as 
what changes they would suggest making to the software and report 
content. In Toolkit Survey #2, users were asked to rate their comfort 
with using the Toolkit for IeDEA data tasks and to list any remaining 
questions or steps of the process they found confusing. To encourage 
candid responses, this survey was anonymous. 

2.4. System architecture 

We implemented the Harmonist Data Toolkit as a web application 
written in the open source R statistical programming language [26]. It 
leverages the Shiny [28] web framework for the user interface, the 
RMarkdown [29] package for reporting, and other R packages for sup
port including ggplot2 [30] and tidyverse [31]. The Toolkit application 
interfaces with REDCap via the REDCap API to retrieve details about the 
common data model and data requests as well as for Toolkit usage 
tracking (Fig. 4). 

The application is deployed on an Amazon EC2 instance and is 
accessible via the web for data quality checking and report generation 
for IeDEA DES-compliant datasets. The Toolkit can also be used in 
conjunction with IeDEA multiregional research data requests for users 
who access the Toolkit by way of a REDCap-based consortium man
agement portal, known as the IeDEA Hub, which requires user authen
tication. Data managers who log in to the IeDEA Hub are able to transfer 

datasets in response to data requests. Submitted datasets are stored in 
Amazon S3 buckets, to be retrieved by specified data downloaders after 
multi-factor authentication. All data transactions, including downloads, 
uploads, and deletions, are logged in the IeDEA Hub. Uploaded datasets 
are automatically deleted from Amazon S3 buckets after 30 days. Our 
Amazon Web Services contract includes a Business Associate Addendum 
to ensure that protected health information is safeguarded. IeDEA 
regional data centers ensure compliance with all data sharing and data 
de-identification regulations. The Harmonist team operated under 
established institutional data use agreements as the Harmonist project 
was developed by investigators in the IeDEA Latin America region.. One 
region requested an additional investigator-signed data agreement to 
ensure sample datasets they provided for testing would be used only for 
testing. 

2.5. Measuring Toolkit usage and impact 

2.5.1. Surveying user experience 
After the first year of active Toolkit use, we asked for user feedback 

via the anonymous 1-Year Reflection REDCap survey. We distributed the 
survey link by email to all IeDEA data managers and asked them to 
evaluate their experiences with the Toolkit in comparison to previous 
methods of data quality checking, data sharing, and project manage
ment. The results of this survey were exported from REDCap into R for 
analysis. 

2.5.2. Quantifying Toolkit usage and dataset errors 
In order to ascertain Toolkit acceptance by users, learn which fea

tures of the Toolkit were used most often, and track the number and 
types of errors in user datasets over time, we created a REDCap project 
that creates a new record for specific actions performed by Toolkit users. 
Each record documents the type of action chosen by the user and the 
timestamp of the action. For example, when a user uploads a dataset, the 
names of the tables and variables are stored in the REDCap record. When 
data quality checks have been completed, the REDCap record includes a 
summary of the types of errors found in the dataset. For users who 
accessed the Toolkit directly by visiting the URL, the records are 
anonymous and are not linked to a user or region. When users have 
entered the Toolkit by logging in to the IeDEA Data Hub and selecting a 
data request, the tracking records identify the user, their region, and the 
data request number. 

After tracking Toolkit activity through December 2020, we exported 

Fig. 4. Harmonist Data Toolkit system architecture and communication with REDCap.  
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records from REDCap into R and analyzed the first 18 months of Toolkit 
use. We then wrote scripts in the R programming language to summarize 
and visualize user interactions and data quality results over time. Soft
ware testing and development sessions were excluded from this analysis. 

2.5.3. Determining Toolkit impact on dataset quality 
In many cases, users uploaded and revised datasets multiple times for 

a single data request before ultimately submitting the files. This pro
vided an opportunity to compare errors before and after a user viewed 
Toolkit data quality results, since the inclusion/exclusion criteria, ta
bles, and variables were constant. To observe changes in data quality 
after repeated sessions with the Toolkit, we selected only those sets of 
multiple uploads by a single user for a specific data request. We tracked 
the number and types of errors in each upload/data quality check cycle 
for each of these groups of uploads, from the initial to the final data 
quality check before dataset transfer. 

Using the error summaries on these sets of datasets that were 

uploaded and revised, we wrote an additional R script to determine 
which types of errors occur most frequently in datasets and which types 
of errors are most commonly corrected. Among the datasets with mul
tiple uploads and revisions, the script compared the number of initial 
and final datasets that contained each type of error. 

3. Results 

3.1. Software requirements/constraints 

In their responses to the initial Needs Assessment survey, IeDEA data 
managers who prepare and send datasets for IeDEA multiregional studies 
(n = 9) identified multiple challenges that they encounter when 
responding to IeDEA multiregional data requests: mapping datasets to 
the IeDEA common data model; cleaning data; finding a secure way to 
send datasets, confirm receipt, and later track what was sent; responding 
to questions from the investigator or data manager who received the 
dataset; and managing resubmissions of datasets due to feedback from 
the requesting investigator. IeDEA data managers who also receive and 
merge datasets for IeDEA multiregional studies (n = 6) reported the 
following challenges in their survey responses: receiving datasets with 
nonstandard variable names and codes; datasets with missing data; late 
data submissions; implausible dates in datasets; and the lack of a 
consistent, secure method of receiving datasets from other regions. 

We reviewed these survey results along with our notes from meetings 
with IeDEA data managers and compiled a list of user priorities to guide 
our design of an IeDEA data quality software solution (Table 1). 

3.2. Data quality checks in Toolkit 

The data quality checks are conducted on each dataset, table, and 
variable, according to the details stored in REDCap, as described in 
Section 2.2. As soon as a new table or variable is added to the data model 
and defined in REDCap, any uploaded dataset that includes that table or 
variable will automatically be checked for duplicate records, correct 
variable format, completeness, valid codes if applicable, plausible values 
for numeric and date variables, and correct date order logic. Similarly, 
when a new code is added to the data model, it is automatically included 
as a permissible value for all variables associated in REDCap with that 
code list. 

When a data quality issue is detected in the dataset, a new entry is 
added to the Toolkit’s list of dataset errors. Each entry in the list includes 
the table name(s) and primary key values needed for a data manager to 
locate the record(s) related to the data quality issue. Each error is tagged 
with a severity level: Critical, Error, or Warning. Critical errors are those 
that present significant problems for dataset analysis and integrity, such 
as missing or duplicate patient IDs in tables with patient ID as the sole 
primary key. Examples of IeDEA data quality checks and corresponding 
errors are shown in Table 2. (See the Appendix for further descriptions of 
Harmonist data quality checks.). 

Additional data quality information is presented in the form of vi
sualizations in the Toolkit reports. Data managers and investigators can 
assess temporal plausibility and completeness issues by reviewing his
tograms of the number of observations by date (Fig. 5a). Similarly, heat 
maps reflecting the percentage of patients from each site/patient group 
who are included in each table can highlight gaps in data collection 
(Fig. 5b). These visualizations were added to the Toolkit report based on 
requests from IeDEA investigators who were interested in detecting 
incomplete data from individual sites. 

3.3. Redcap Testing/Training survey results 

In November 2018, following the release of Version 1 of the Toolkit, 
the nine primary IeDEA regional data managers representing all seven 
IeDEA regions were invited to complete a series of assigned tasks and 
submit responses to Toolkit Survey #1. All nine data managers 

Table 1 
Software requests reported by IeDEA regional data managers.  

REQUEST CATEGORY 1: ENSURE EASE OF USE 
Avoid software that requires local installation or maintenance 
Minimize need for technical resources or personnel 
Enable users to work in desired data environments (SAS, Stata, CSV/Excel, R, SPSS) 
Provide intuitive, easy-to-use interface 
Generate automatic, customizable reports 
REQUEST CATEGORY 2: SIMPLIFY DATA HARMONIZATION 
Flag variables, formats, and codes that are not consistent with the data model 
Check for plausible numeric values and dates, date order logic, and agreement 

between related variables (e.g., an end date and a reason for ending) 
Offer data quality results interactively and in downloadable spreadsheets 
Provide an error spreadsheet that includes all details necessary to locate records with 

data quality issues 
Keep data quality checks up to date with the current version of the common data 

model 
REQUEST CATEGORY 3: PROVIDE WORKFLOW SUPPORT 
Remind users of details of tables and variables requested for a selected study 
Prioritize dataset security and privacy (no long-term data storage) 
Transfer files submitted for multiregional studies using a secure approach 
Generate dataset summaries and data quality reports automatically when datasets are 

transferred, to provide a history of dataset submissions  

Table 2 
Example Toolkit data quality checks based on data model details in REDCap, 
mapped to the harmonized data quality assessment categories proposed by Kahn 
and colleagues [4].   

General Data Quality Rule  Example Data Quality Check 
Data Quality 
Category 

Primary key values must be 
non-null 

PATIENT, VIS_D (visit date), and 
CENTER must be complete in 
tblVIS 

Completeness 

Each patient identifier in 
every table must link to a 
record in the patient index 
table 

Patients in tblART (antiretroviral 
therapy data table) must be listed 
in tblBAS (patient index table) 

Conformance: 
Relational 

Primary keys must be 
unique 

The combination of PATIENT, 
ART_ID (ART medication code), 
and ART_SD (ART medication 
start date) must be unique for 
each record in tblART 

Plausibility: 
Uniqueness 

Variables flagged as 
required in the DES must 
have non-null values 

Each patient in tblBAS should 
have a non-missing BIRTH_D 
value 

Completeness 

First dates in date pairs 
should precede second 
dates 

MED_SD (medication start date) 
should be before MED_ED (end 
date) 

Plausibility: 
Temporal 

Values for coded variables 
should be found in the 
associated code list 

Valid values for DROP_Y (Has 
patient dropped out?) are 0 (No) 
or 1 (Yes) 

Conformance: 
Value 

Numeric values should be 
plausible 

Patient weight (kg) should be less 
than 200 and greater than 0.5 

Plausibility: 
Atemporal  
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participated and identified themselves in the survey. The ability to 
download error detail spreadsheets was ranked as the most useful 
Toolkit feature, followed by interactive review of data quality results 
and automatically generated reports. In response to open-ended ques
tions about the Toolkit, users suggested additional features, including 
customizing report names and enabling users to download separate 
error spreadsheets for each patient group and/or data table. These fea
tures were incorporated into Version 2 of the Toolkit. All respondents 
indicated that they envisioned the Toolkit would save time and improve 
data quality. 

To introduce Version 2 of the Toolkit, test its behavior, and 
encourage its adoption, we conducted a comprehensive Testing/ 
Training Activity followed by Toolkit Survey #2 in June 2019. Seven
teen data-related personnel from all IeDEA regional data centers were 
emailed step-by-step instructions, a sample dataset, and a REDCap sur
vey link. All 17 participated in the training activity and 14 of the 17 
(82%) completed the anonymous feedback survey. When asked to report 
their comfort on a scale of 0–100 (100 = “Completely comfortable”) 
with using the Toolkit to upload, check, and share datasets for IeDEA 
multiregional studies, the mean response was 92 (min = 75, max = 100, 
n = 14). In addition, 93% (13) of respondents answered “No” to the 
question: “Were any of the [Toolkit] steps confusing?” In this REDCap 
survey, we also asked users to submit questions that remained unan
swered after the exercise and to list features of the Toolkit they would 
like to understand better. In response, we added a FAQ page to the 
Toolkit that addressed those questions. 

3.4. Application workflow 

We listened to feedback from users throughout the design process 
and modified the user interface and functionality as requested. This 
included implementing the Harmonist Data Toolkit as a web-based 
application, eliminating the need for local installation or maintenance 
of software. 

The resulting application consists of 4 main steps (Fig. 6): (1) Upload 
files, in the user’s preferred data format, (2) Check data, using the 
common data model definition in REDCap as an up-to-date guide, (3) 
Create reports, to download and share, and (4) Submit data to the 
investigator requesting the data. Step 4 is available to users who have 
logged in to the IeDEA Hub and selected an active data request prior to 
Step 1. 

Step 1: Upload data. 
The Toolkit prompts users to browse and select the file(s) containing 

the dataset. If a user has accessed the Toolkit through the IeDEA Hub in 
response to a multiregional data request, the Toolkit reminds the user 
which tables are requested for this study. A link to the complete data 
request is available for more details about study inclusion and exclusion 
criteria. 

Data managers may upload a single ZIP file or select multiple indi
vidual files, whose names must match the table names of the IeDEA Data 
Exchange Standard. The files can be in the user’s preferred format (SAS, 
Stata, CSV, or SPSS). At a minimum, the dataset must include the patient 
index table with one record per patient and each table in the dataset 
must include the primary key variables. Each patient ID in the patient 

Fig. 5. Report visualizations useful in data quality assessment: (a) Example of histograms of enrollments, clinic visits, lab tests, ART medication initiation, and 
disease diagnoses by date for each site. Investigators can spot unusual trends, such as the drop off in documented clinic visits after 2015 for this example site. (b) Heat 
maps of patient representation in data tables (e.g., loss to follow-up from clinic [LTFU], visits, CD4 cell count lab results, HIV viral load lab results, and antiretroviral 
therapy [ART]) draw attention to gaps in reporting, such as the lack of any clinic visit data from “Site 5” in the example above. 

Fig. 6. Harmonist Data Toolkit workflow overview.  
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index table must be unique. 
If these conditions are met, the user can review and confirm the list of 

IeDEA tables and variables that were detected in the selected files. Non- 
IeDEA files may be uploaded, such as text or PDF files that convey 
important information about the dataset to the investigator. These files 
will be ignored by the data quality checks but will be available to 
authenticated designated data recipients if the dataset is ultimately 
submitted to secure cloud storage for a multiregional data request. 
Before users continue to Step 2, they are notified of any missing 
requested tables and variables (if logged in to a specific data request) 
and encouraged to revise and upload again. 

Step 2: Check data. 
As the dataset is checked for conformance, plausibility, and 

completeness, the application displays the progress through the data 
quality checks. Once all data quality checks are complete, a summary of 
the results for each IeDEA table are displayed in an interactive webpage 
(Fig. 7). A badge beside each table name indicates the number of errors 
found in that table. The summary tables report the number of errors for 
each variable and error type. The summary tables are sortable by error 
description, severity, or prevalence. To see details that identify the 
specific records containing that error, users may click the “View Detail” 
button in that row. 

As requested by data managers, we included a “Download error 
detail CSV” option so that users can track down each erroneous record 
offline and correct it if possible. Users can choose to divide the error 
details into multiple spreadsheets by table and/or patient group or 
clinic. This option streamlines the process of locating and correcting 

sources of error at the regional level. 
Step 3: Create summary. 
The Toolkit provides two customizable report options: an overall 

report and a data quality metrics report. The overall report includes 
descriptive statistics of the dataset, a summary of data quality checks, 
histograms of important dates, and heat maps summarizing data 
completeness (Fig. 5). Users can tailor report content and choose to 
include all patients, a single patient group, or create individual reports 
for each patient group. The quality metrics report, created in response to 
feedback from IeDEA investigators, displays the completeness and 
quality of data for each variable within a table, for each site included the 
dataset. 

Step 4: Submit data. 
For authenticated users who access the Toolkit through the IeDEA 

Hub in response to a specific data request, an additional step is available. 
This final step allows users to transfer the uploaded dataset to secure 
cloud storage. Clicking the “Submit Data” button zips the files shared by 
the user, and communicates via the AWS API to store the dataset in a 
new secured AWS S3 bucket. In addition, the “Submit Data” process 
triggers generation of a standard overall report to be stored in a REDCap 
Data Uploads project along with the name of the corresponding S3 
bucket. The report is available to authorized data downloaders on the 
IeDEA Hub. Datasets are automatically deleted after 30 days. 

Optional step: Dataset visualization. 
We added a visualization option to allow users to explore their 

dataset and download publication-ready plots. 
Consistent user interface design. 

Fig. 7. Screenshot of Step 2 of the Harmonist Data Toolkit.  
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Throughout the application, we maintained a cohesive user interface 
with consistent color choices. We also followed a convention of pre
senting the user with two boxes at the bottom of each page: a green box 

highlighting the recommended next step and a gray box providing an 
alternative option. These colors are chosen dynamically depending on 
the severity of errors found in the dataset. 

Fig. 8. Results of REDCap Survey of IeDEA data managers after the first year of Toolkit use in IeDEA. Data managers compared Toolkit workflow with their previous 
methods of data quality checking and data sharing for IeDEA multiregional studies. 

Fig. 9. Example analysis of dataset errors in a series of uploads and revisions by a single data manager for a specific data request. On the final iteration, the dataset 
was transferred to the investigator who requested the data. See the Appendix for additional graphs. 
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Tutorials and help page. 
Users who enter the Toolkit directly through the URL land on a 

welcome page which explains the workflow and includes links to the 
IeDEA data model browser, the IeDEA Hub, a sample data to use in 
testing the Toolkit, and a YouTube video tutorial. The Toolkit also in
cludes a Help page with an exhaustive Frequently Asked Questions 
section, informed by questions submitted by data managers in the 
Toolkit Testing REDCap Survey. These questions and answers are 
retrieved from a REDCap project which allows for easy updates to the 
FAQ section. 

3.5. Toolkit use and impact on data quality 

3.5.1. User Toolkit evaluation after one year of use 
In July 2020, one year after initial adoption of the Toolkit, we invited 

14 regional data managers representing all seven IeDEA regions to 
respond to a 1-Year Reflection Survey in REDCap. Of these, 13 (93%) 
completed the anonymous survey and shared their experiences with the 
Toolkit, including their perceptions of its impact on workflow and data 
quality. 

Survey respondent roles within IeDEA included the following: pre
pare datasets to submit for IeDEA multiregional projects (n = 13), 
receive or merge datasets for multiregional projects (n = 9), and analyze 
datasets (n = 7). All respondents had used the Toolkit for the following 
activities: testing and training activities (n = 11), checking and cor
recting data (n = 11), submitting datasets for multiregional projects (n 
= 11), and generating reports (n = 9). 

Survey participants indicated that Toolkit use has made IeDEA data 
management tasks easier (Fig. 8). Notably, 100% of respondents re
ported that Toolkit use had improved the quality of IeDEA datasets. 
When asked about the Toolkit’s automatically generated reports, all 
users responded that the reports were useful in multiple ways, including 
checking for data gaps and revising datasets. Among the 11 data man
agers who used the Toolkit to submit datasets for multiregional requests, 
91% (n = 10) reported having revised datasets based on Toolkit data 
quality reports before transferring data to investigators. 

3.5.2. Toolkit adoption and usage in first 18 months 
Analysis of the first 18 months of Toolkit usage as tracked in REDCap 

revealed that the Toolkit was used by data managers from all seven 
IeDEA regions to check, summarize, and transfer datasets that included 
patients from every clinic in their region. Datasets were uploaded to the 
Toolkit 507 times for quality checking, revealing a total of over 269 

million data errors and warnings across these datasets. Approximately 
35% of data quality check sessions were initiated through the IeDEA 
Hub in response to an IeDEA multiregional data request, whereas 65% 
were anonymous sessions initiated by accessing the URL directly 
(without access to dataset transfer). The number of patients in a single 
dataset ranged from 457 to 986,089, with a mean of 123,769 patients 
per dataset. A total of 260 dataset reports were downloaded by users, not 
including the reports automatically generated and stored on the Hub to 
document dataset transfer. Of all uploads, 41 final datasets and linked 
reports were transferred to secure cloud storage through the Toolkit in 
response to multiregional data requests. Use of the Toolkit for dataset 
transfer varied across the seven regional data centers: One region 
transferred 13 datasets through the Toolkit, two regions transferred 7 
datasets each, three regions transferred 4 datasets each, and one region 
transferred 2 datasets during this 18-month window of time. 

3.5.3. Impact of Toolkit use on data quality 
Of the 41 datasets that were shared for multiregional studies in the 

first 18 months of Toolkit use, 20 were uploaded, checked, and revised 
before final dataset transfer. In all cases, the datasets were transferred to 
the requesting investigator with fewer errors than were present in the 
initial upload. In 6 cases, 100% of errors were corrected. The mean 
percent decrease in the number of errors between the first data quality 
session with the Toolkit and the final dataset submission was 61% (max 
= 100%, min = 0.003%). Fig. 9 shows an example of the decrease in the 
number of dataset records that triggered errors with each cycle of 
checking a dataset and analyzing data quality feedback. (See the Ap
pendix for error reduction visualizations for all twenty datasets.). 

Among these 20 datasets, the most common type of error found in 
the initial upload was the existence of duplicate records (n = 16 data
sets). After Toolkit data quality feedback and subsequent dataset revi
sion, 6 datasets contained duplicate records. Invalid codes for coded 
variables (e.g., medication code) were found in 15 of the 20 datasets 
initially, but were present in 5 of the final, transferred datasets. The 
variable most commonly coded incorrectly was ART_ID, the ATC code 
for patient antiretroviral medication. Fig. 10 summarizes how many 
datasets included errors of each type on initial upload and which types 
of errors users were able to correct after receiving data quality feedback 
from the Toolkit. 

4. Discussion 

Incorporating the Harmonist Data Toolkit into the IeDEA data 

Fig. 10. Error types found in initial uploads as compared with final uploads among datasets that were checked with the Toolkit multiple times and revised 
before submission. 
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workflow has improved the quality of datasets submitted for studies and 
increased transparency around data quality. The Toolkit has simplified 
the task of linking data quality checks to a data model and, unlike many 
other data quality solutions [5,15–24], it does not require locally 
installed and maintained software. Use of the Toolkit is popular among 
IeDEA data managers; they have observed new efficiencies from the 
streamlined workflow, automated data quality feedback, sharable re
ports, and the way that the Toolkit tracks the history of final dataset 
submissions. Improving data preparation and submission processes al
lows for more timely analyses. High data quality is critical for the results 
of these analyses to be trusted and have an impact on patient care and 
health policy. 

4.1. Lessons learned 

Frequent contact between the application development team and 
IeDEA data managers not only resulted in an application well-suited to 
users’ needs but also increased user comfort with and adoption of the 
tool. A few data managers were initially slow to learn the new process, 
but usage tracking data showed that each time a testing and training 
activity or a demonstration was conducted, more data managers began 
using the Toolkit and the frequency of sessions increased. Adoption of 
the Toolkit by every region required working to gain the trust of the 
investigators and data managers in each region. By taking steps to 
ensure data privacy (allowing each region to review data requests and 
choose whether or not to participate, deleting datasets from Toolkit 
server memory as soon as a Toolkit session ends, limiting transferred 
dataset access to previously designated data downloaders, requiring 
multifactor authentication of data downloaders, logging all data up
loads, downloads, and deletions in the IeDEA Data Hub, and automati
cally deleting datasets from cloud storage after 30 days), we 
demonstrated respect for the sensitive data the Toolkit processes and 
transfers. 

4.2. Limitations 

The architecture and implementation of the Toolkit has several 
limitations. The application relies on having a data model defined as 
tables, variables, code lists, and associated metadata in a REDCap tem
plate. Although this approach encompasses the data structures used by 
many research consortia, it may not map to highly abstracted data 
models that rely on semantic linkages from external ontologies. The data 
quality tests performed by the Toolkit application were defined by users, 
and likely do not cover the full spectrum of useful data quality checks. 
Networks interested in the Toolkit may need to add custom R data 
quality checks when adapting the open source code for their data model 
and use case. In particular, cross-variable data quality checks that 
depend on the semantics rather than the syntax of the data would 
require custom R scripts that are hooked into the Toolkit framework. 

Although using a cloud service provider delivered a robust server 
infrastructure for our users, it may not be appropriate for all installations 
of the Toolkit. Experienced network and server managers are needed to 
set up a secure cloud environment. If using the Toolkit to process 
datasets subject to heightened data privacy regulations (e.g., European 
General Data Protection Regulation [GDPR]), additional planning and 
documentation with legal counsel is needed. 

Our implementation used the free version of Shiny Server, which 
does not support multithreading. Since our users were distributed across 
time zones and the Toolkit processed datasets quickly, we were able to 
handle all requests sequentially. If parallel processes were needed, 
however, to conduct data quality checks in other networks with simul
taneous user sessions involving large datasets, it would require addi
tional servers or a paid license for Shiny Server Pro for multithreading 
support. 

Finally, we recognize that the Toolkit is not an ideal solution for all 
types of research networks. Large research networks with established 
data quality tools and processes, such as PCORnet or OHDSI, would not 
benefit from adoption of the Toolkit. Similarly, networks processing 
large EHR-extracted datasets should use software designed for data in 
OMOP or HL7 Fast Healthcare Interoperability Resources (FHIR) for
mats [32]. The Toolkit fills the gap of available tools for less highly- 
resourced research networks facing data harmonization challenges 
who use disease-specific data models and have limited technical re
sources available for data quality. 

4.3. Future work 

Our next priority is to adapt the Toolkit for use beyond IeDEA while 
also continuing our active collaboration with the IeDEA Data Harmo
nization Working Group to improve the Toolkit’s data quality assess
ments and reports. To facilitate use of the Toolkit by other research 
networks, we are currently in the process of generalizing the Toolkit 
code to remove IeDEA-dependent elements (e.g., logos, consortium de
tails, variable naming conventions) and store those details in REDCap. 
The resulting application will accommodate any data model that has 
been defined in standardized REDCap templates. After testing the 
generalized Toolkit with a different data model and dataset, we plan to 
create documentation, including custom data quality check templates, 
for our public GitHub repository to guide other groups in Toolkit 
implementation. To expand data quality checks to include medication 
and other codes beyond those entered manually into the data model in 
REDCap, we intended to enhance support for use of standard terminol
ogies by linking to the BioPortal API [33]. Other future work includes 
extending the coverage of Toolkit report content and data quality checks 
as suggested by Liaw et al [14] to include contextual data quality as
sessments, such as indicators of data recentness. We also plan to specify 
thresholds of acceptable levels of each type of error, a practice common 
in other research networks. 

5. Conclusion 

The importance of data quality in research networks is well estab
lished. For federated research networks similar to IeDEA, with no central 
database and limited availability of regional technical personnel and 
data resources, a web-based software solution for data quality checking, 
report generation, and dataset transfer like the Harmonist Data Toolkit 
can improve data quality and increase research throughput. Further
more, by abstracting the data quality checking algorithms based on a 
common data model definition in REDCap, we designed data quality 
checks that automatically adapt to an evolving data model. Because 
software tools can only be effective if they are embraced by users, our 
collaboration with IeDEA data managers throughout the design process 
and implementation, coupled with structured testing and training ac
tivities, were key to the Toolkit’s impact and success. Our application is 
open source [34] and our approach is suitable for generalization to other 
research networks with a data model defined in REDCap. 
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Appendix 

Fig. A1 and Table A1. 

Fig. A1. Each panel tracks the number of errors detected in each iteration of uploading and checking a dataset for a single users’ response to a specific data request. 
On the final iteration, datasets were transferred to the investigator who requested the data. 
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