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Abstract. In 1994, three speleologists discovered the Chauvet–Pont d’Arc Cave,

which contains singular thermal marks on walls deep in the cavity. These alterations

arose from intense fires, and understanding their characteristics would help archaeol-

ogists suggest hypotheses about the function of such activities. In this context, three

confined fires were conducted in a former underground quarry to reproduce thermo-

alterations similar to those in the Chauvet–Pont d’Arc Cave and extract experimental

data. Each fire involved approximately 135 kg of wood, which was continuously sup-

plied by firemen for safety reasons (> 500�C) and burnt in the shape of a tepee

80 cm in diameter for 50 min. This paper presents the validation of a numerical

model on this experimentation. The modelling requires coupling between the combus-

tion and wall impact simulations. Thus, a link between the combustion code Fire-

FOAM and the thermo-mechanical code Cast3m was created with Python scripts.

The results from the simulation agree with the measurements and the observations.

More specifically, the analysis is based on the temperatures, gas and particle concen-

trations, gas velocities, soot deposition, colour changes at the walls and areas likely

to spall. These data were collected from thirty-seven measuring points covering the

whole quarry. This validated tool will provide information about the features of the

fires that occurred within the Chauvet–Pont d’Arc Cave.
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List of Symbols

a Absorption coefficient (m-1)

cp Specific heat at constant pressure (J kg-1 K-1)

cv Specific heat at constant volume (J kg-1 K-1)

F External force (N)

f Friction factor

H Total enthalpy (J kg-1)

H 0 Height of the ceiling (m)

h Convective heat transfer coefficient (W m-2 K-1)

I Radiative intensity (W m-2)

k Subgrid-scale kinetic energy (m2 s-2)

L Characteristic length (m)

p Pressure (Pa)

Qc Convective heat release rate (kW)

qr Radiative heat flux (W m-2)

qin Incident radiative heat flux (W m-2)

R Ideal gas constant (J mol-1 K-1)

r Specific gas constant (J kg-1 K-1)

r0 Radial distance from the fire center line (m)

s Ray direction

S Source term (W m-3)

Sij Strain rate (s-1)

sr Stoichiometric coefficient of the oxidizer

T Temperature (K)

u Velocity (m s-1)

Y Mass fraction

Greek Terms

D Filter size (m)

� Emissivity

�t Subgrid-scale kinetic energy dissipation (m2 s-3)

er Error between simulation and experiment

jeff Effective thermal diffusivity (m2 s-1)

k Thermal conductivity (W K-1 m-1)

l Dynamic viscosity (kg m-1 s-1)

leff Effective dynamic viscosity (kg m-1 s-1)

m Stoichiometric coefficient

mt Turbulent viscosity (m2 s-1)

q Density (kg m-3)

r Stefan–Boltzmann constant (W m-2 K-4)

_xk Chemical reaction rate (kg m-3 s-1)

1. Introduction

The interaction between fire and the surrounding structure has been studied in

many ways. Among them, fire safety and post-fire analysis foster advances in the

numerical simulation of combustion in confined places. Scientists increasingly

apply CFD (computational fluid dynamics) simulations to fire modelling for dif-

ferent purposes. Some of the investigations focus on the combustion rather than
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on the impact on neighbouring walls. For instance, Zadeh et al. [1] investigated

flame and hot gas behaviour in compartments. Enclosure fires also constitute a

wide research field, involving the work of Le et al. [2] and Yuan and Zhang [3].

Risky structures such as underground car parks, tunnels and mines need to be

studies in advance to prevent the spread of fire. The use of simulation can resolve

these safety matters, such as in [4, 5], which relate to smoke movement and spread

of fire among cars. Smoke flows in tunnels were studied numerically and experi-

mentally in [6] by Roh et al. [7] through an FDS (fire dynamics simulator) [8]

numerical simulation. Li and Chow investigated fire safety in tunnels [9] and

Meng et al. [10] in a subway station. Both employed numerical simulation to esti-

mate the danger arising from fires in confined underground structures. The fire

impact on structures can also be the main concern in many applications, such as

in [11], which regards the effect of fire on a car park. The behaviour of materials

in fire depends on the interaction of the flame with the structures. Luo et al. [12]

established a fluid–structure interaction to evaluate the performance of composite

materials. There are also many publications on the impact of high temperatures

on walls. The spalling of concrete walls is the particular focus in [13, 14].

Aside from actual matters, the simulation of the impact of fire on walls is also

useful in archaeological applications. The Palaeolithic Chauvet–Pont-d’Arc Cave

contains ancient thermal marks on walls; these marks were produced by fires [15,

16]. These alterations include spalling, rubification and grey colour changes (high-

temperature chemical reactions). The deposition of soot on walls constitutes other

evidence of combustions deep inside the cavity between 37,000 years and

33,500 years ago [17, 18]. The unusual scale of the fires prevents consensus about

their function and archaeologists would like to know the characteristics of these

singular fires (amount of wood used, number of fires, locations, etc.) to make

assumptions about the purpose of such activities [19]. As a non-intrusive tool,

simulation can identify the fires while preserving the cave. Moreover, this

approach gives information about the living conditions close to the fire. This

question is of interest because it can help archaeologists learn whether the hearths

could be supplied during the combustion.

This investigation features a numerical model allowing the simulation of fires

and the resulting thermal marks on limestone walls. This model is validated by a

fire experiment related to the prior archaeological considerations. The experiment

involves creating three similar fires over 3 days (one fire a day) in a former

quarry. These fires are intended to challenge the reproducibility of one fire and

generate thermo-alterations similar to those in the Chauvet–Pont d’Arc Cave. Sev-

eral sensors enable the measurement of parameters (temperature, gas velocity, gas

and particle concentrations and soot deposition) at different locations. The experi-

mental protocol and the instrumentation are detailed in the second section. This

research follows previous works on the modelling of fires in the same quarry [20–

22].

The third section handles the combustion and fluid mechanics matter. First, the

numerical modelling is described. The CFD tool OpenFOAM developed by FM

Global [23], and more particularly the FireFOAM solver [24], is adopted to simu-

late the second fire of the experiment. This tool can conduct studies within irregu-
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lar geometries, which is essential to carry out accurate analyses in caves. More-

over, the open-source nature of this program allows implementations through its

C++ framework. Bearing in mind the prehistorical applications that require

irregular geometries, the simulation presented in the third section is based on Fire-

FOAM-4.0 with the implementations developed in [22].

The fourth section addresses the thermo-mechanical matter. The thermal inves-

tigation aims to describe the colour changes across the walls. Based on experimen-

tal observations, criteria about the threshold values from which the alterations

become visible are indicated in this section. The mechanical investigation concerns

the simulation of stresses in limestone walls generated by thermal expansions due

to high temperatures. The simulation of these stresses provides clues about the

areas likely to spall. The 2D thermo-mechanical simulations are managed by

Cast3m [25], an open-source program developed by the CEA (French Commis-

sariat à l’Energie Atomique). The fire interaction with the surrounding walls

requires a coupling between OpenFOAM and Cast3m. The framework of the cou-

pling and the mesh achievement are specified in the fourth section.

2. Experiments Description

2.1. Location and Conduct of the Experiment

The experiment took place within a Rupelian limestone quarry that has no

archaeological significance. This gallery is located in Lugasson in Gironde

(France). The L-shaped quarry is composed of two nine-meter galleries and the

entrance in the first gallery leads to the outside (Fig. 1a). The dimensions are

comparable to the Megaloceros Gallery ones in the Chauvet–Pont d’Arc Cave.

The fireplace is placed 80 cm from the back of the second gallery (Fig. 1b). The

large entrance area and the hearth’s proximity to the outside ensure sufficient ven-

tilation. Thus, oxygen continually supplied the fire despite the confined geometry.

According to [26], Aurignacians burnt pinus sylvestris in the Chauvet–Pont d’Arc

Cave, so the same fuel is chosen to more closely replicate the archaeological mat-

ter.

Figure 1. a 3D geometry of the quarry with a 10 cm resolution
achieved by photogrammetry. b The hearth few seconds after the
ignition.
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Three fires were carried out with the same protocol. One fire per day was made

over 3 days to check the repeatability of such a fire. At the end of each fire,

embers were removed from the gallery to reach the usual quarry temperature the

very next day.

The fuel was bundled to precisely quantify the amount of wood. Each bundle

weighed approximately 4.5 kg and was composed of branches 80 cm in length.

The branch diameter range represented that for the Scots pine population. All the

bundles were therefore similar and well characterized. Their masses were measured

before the fires to consider moisture content. Each fire consumed 30 bundles (i.e.,

135 kg of Pinus sylvestris).

The combustion began with 4 bundles that were ignited by a blowtorch. The

branches were arranged in a tepee configuration to induce a tall flame and rubify

the ceiling. Then, firemen with safety equipment brought bundles in pairs to the

hearth while maintaining the tepee shape. The time intervals between each supply

were chosen to prevent any decay of the heat release rate during the first fire as

much as possible. The same supply times were adopted for the two other fires.

2.2. Instrumentation

One objective of the experiment is the validation of the numerical tool. To com-

pare the experiment with the simulation, the quarry was instrumented with sen-

sors. Thermocouples, gas sensors (oxygen, carbon monoxide and dioxide), velocity

Figure 2. Cutaway view of the instrumented quarry: camera, trees of
thermocouples, gas concentration sensors, velocity sensors, plates
and PPS locations.
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sensors and Pegasor particle sensors (soot concentration) [27] were positioned

within the galleries. The locations of all the sensors are specified in Fig. 2.

The trees of thermocouples were arranged to reach a homogeneous spatial dis-

tribution in the quarry. This configuration allows us to obtain experimental data

near the fire and in gallery 1 (Fig. 2) to better understand the environmental con-

ditions in a large vicinity of the combustion. In addition, each tree included sev-

eral vertically distributed thermocouples. Their locations are presented with the

results in Sect. 3.3. Twenty-two type-K thermocouples measured the temperature

during the experiment. Because they are shielded, radiation only affected them

slightly. Without precise information, we make the assumption that the emissivity

of all the thermocouples is equal to 0 in the calculations even if a small value

could be more accurate. Suction pyrometers could have exactly met this assump-

tion [28]. The gas sensors (Servomex) measured the concentration of three gases

(oxygen, carbon monoxide and carbon dioxide) at the two highest thermocouples

of trees T4 and T5 and are denoted G1 and G2, respectively. The Pegasor Particle

Sensors were situated at points S1 and S2. The measurements were made 18 cm

and 16 cm below the ceiling. Two probes measured the gas velocity at the

entrance of the quarry (V on Fig. 2). An ultrasonic anemometer was set 70 cm

above the floor and a McCaffrey probe was set 18 cm below the ceiling on tree

T6. Finally, some targets were fixed on the wall to get back soot particles and

estimate the mass of soot deposited by thermophoresis. Three targets were located

at S1 (11 cm on average below the ceiling) and three others were located at S2

(13 cm on average below the ceiling). A camera, placed in the corner of the cav-

ity, filmed the fires during the experiment.

A weighing scale remained under the hearth during the combustion to measure

the mass loss rate. The value of the heat release rate is then deduced from the

heat of combustion [29], which is considered constant.

3. Fluid Mechanics and Combustion

This section focuses on the fluid and combustion parameters such as the tempera-

tures, gas velocities, soot deposition, and gas and soot concentrations. First, the

equations and the resolution methods are detailed. Second, the experimental

results are compared with the simulation.

3.1. Mathematical Description of the Code

The simulation of the fire is performed by using version 4.0 of FireFOAM [24].

This CFD tool allows the modelling of any combustion through the resolution of

the aerothermochemistry equations and the radiative transfer equation.

In addition to the compressible Navier–Stokes equations, FireFOAM solves one

conservation equation for each specie [22]. This set of equations is solved with a

Lewis number equal to one. This usual hypothesis in such simulations [8] means

that the mass diffusion coefficient is equivalent to the thermal diffusion coefficient.

The turbulent transports of mass fractions and total enthalpy are modelled by

gradients. FireFOAM computes specific heats from Janaf polynomial approxima-
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tions [30]. The modified Eucken correlation [31] ensures the thermal conductivities

calculation and Sutherland’s law [32] provides the dynamic viscosity.

The chemical reaction rate is modelled by the Magnussen model (eddy dissipa-

tion model) [33]:

_x ¼ �qCc�t=k min Yf ; Yo=sr
� �

ð1Þ

Cc is a model constant, �t is the subgrid-scale kinetic energy dissipation, k is the

subgrid-scale kinetic energy, indices f and o denote the fuel and oxidizer, respec-

tively, and sr is the stoichiometric coefficient of the oxidizer. Cc ¼ 20 gives an

accurate numerical heat release rate.

The simulation is based on a constant single step combustion. The wood com-

bustion is assumed to be governed by

Wood þ 0:4028O2 þ 1:516N2 ¼ 0:3609CO2 þ 0:8647H2Oþ 0:0084CO
þ 1:516N2

because this chemical reaction leads to consistent gas concentrations.

The mass fraction of soot is managed differently from that of the gases. The

mass fraction of soot is proportional to the mass fraction of CO2 through

Ysoot=Ysoot;max ¼ YCO2=YCO2;max. Ysoot;max and YCO2;max relate to the production of soot

and CO2 in the stoichiometric proportions. In the simulation, the stoichiometric

coefficient of soot is 0.0015.

Eventually, the vertical velocity is set to 0 within the quarry except in the turn-

ing region (r=H 0 < 0:17 with r the hearth radius and H 0 the ceiling height). This

approach is broadly discussed in [22] so only a brief description is proposed here.

The hypothesis results from the small energy transfer between the cold and hot

layers. Therefore, the vertical velocity must be small, otherwise a non-negligible

convective transfer would occur between both layers. As a result, neither the fluc-

tuations of the vertical velocity, nor the vertical transfer which occurs at the walls

are considered with this method. Despite these approximations, we demonstrated

in [22] that this assumption still improves the accuracy of the simulations. Note

that a much finer mesh might have made the vertical velocity hypothesis unneces-

sary.

Turbulence is modelized by a one-equation model [34] in the LES simulation.

The subgrid-scale kinetic energy k is calculated from (2):

@qk=@t þ @q~ujk=@xj � @=@xj leff @k=@xj
� �

¼ � 2=3qk@~uk=@xk

þ leff @~ui=@xj 2�Sij � 2=3�Skkdij

� �

� C�qk
3=2=D

ð2Þ

where D is the filter size directly linked to size mesh and C� ¼ 1:048. The turbulent

viscosity is calculated from mt ¼ Ck

ffiffiffi

k
p
D with Ck ¼ 0:094. The turbulent thermal

diffusivity remains proportional to the turbulent viscosity because the turbulent

Prandtl number is set to 0.85.
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FireFOAM solves the radiative transfer equation (RTE) without regarding the

interaction between radiation and turbulence. The grey medium assumption is

applied to the gases, and no scattering is considered since the soot concentration

remains low in the experiment. The resolution of the RTE [22] yields the radiative

intensity I . 30% of the total energy is considered radiative emission [35]. The

absorption coefficient is approximated by a temperature polynomial from the

RADCAL model [36].

In such a wood fire, the main process of soot deposition on walls is often ther-

mophoresis. In this mechanism, a great temperature gradient drives particles

towards a wall colder than the surrounded gases. The simulation of this phe-

nomenon is based on the thermophoretic velocity Vth ¼ �Kthlg=qgrT =Tg where

Kth is the thermophoretic diffusion coefficient. The Beresnev-Chernyak model [37]

reaches consistent results according to [38] and [39] so it has been implemented to

estimate Kth.

3.2. Computational Setup

3.2.1. Computational Domain The mesh of the domain was created by ‘‘snap-

pyHexMesh’’ [40] from the quarry geometry acquired by photogrammetry. Here,

3 cm cells mesh the turning region, 6 cm cells mesh the remainder of the quarry

and 96 cm cells mesh the outside of the quarry, representing the outside air

(Fig. 3). The mesh contains 365,000 cells.

3.2.2. Boundary Conditions The wall temperature results from the balance

between heat fluxes:

qr þ h Tg � Tw
� �

¼ k Tw � Txð Þ=dx ð3Þ

qr is the radiative heat transfer, h is the convective heat transfer coefficient, k is

the limestone thermal conductivity, the indices g, w and x correspond to the gas,

wall surface and first discretization in the wall respectively and dx is the spatial

Figure 3. Numerical mesh of the quarry achieved by
‘snappyHexMesh’ [40].
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step discretization in the wall. The calculation of the temperature at the first dis-

cretization in the wall requires the resolution of the 1D heat conduction equation

for each boundary face. The evaporation of the water contained in the rock pores

is considered through a local increase of the specific heat at approximately 100�C

[22].

The convective heat transfer coefficient is estimated from empirical correlations.

At the ceiling, when 0:17< r0=H 0 < 4, the Alpert correlation [41] h ¼
0:246f Qc=H

0ð Þ1=3 _
r0=H 0ð Þ� 0:69

is applied with the convective heat release rate Qc

and f ¼ 275. When r0=H 0 < 0:17, h ¼ 0:246f
_

Qc=H 0ð Þ1=30:17� 0:69. The value of f is

different from the one in [22]. This modification is necessary to make the simu-

lated thermo-alterations match with the observations. Only the temperature of the

walls is strongly affected by this change while the gas temperature remains weakly

impacted. This formulation is originally intended for an unconfined ceiling; how-

ever, we consider that the confinement does not affect the trend and only affects

the proportional coefficient f [42]. Elsewhere, the Nusselt number correlations for

planes are applied [43]. The convective heat transfer coefficient is then deduced by

h ¼ Nuk=L, with L as a characteristic length. Usually, L ¼ 1 metre is chosen in

CFD codes (FDS [8] for instance), so this value is selected for the cold layer.

However, in the hot layer, the simulation requires L ¼ 1 mm for the numerical

rubified area to match the experimental one. Numerically, the limit between both

layers is assumed to be 400 K. Below 400 K, the length is one metre, whereas it is

one millimetre above 400 K. The previous choices for the heat transfer coefficients

are thoroughly explained in [22].

The temperature of the outside walls is set at the initial temperature of 12�C.

The velocity is nil at all the walls.

3.2.3. Numerical Method OpenFOAM solves the aerothermochemistry equations

with finite volumes. The simulation considers a maximum CFL (Courant–Frie-

drichs–Lewy) number of 0.6. The pressure calculation is managed by the pressure-

correction method PISO (Pressure Implicit with Splitting of Operator). Fire-

FOAM performs 10 flow iterations between each radiation resolution. The finite

volume discrete ordinates method with 32 solid angles ensures the resolution of

the RTE.

To compare the experimental data with the simulation results, a correction

must be applied to the simulated gases because the thermocouple temperature is

not equal to the gases one. The heat flux balance provides the following equation

on the thermocouple temperature T

qcpV @T=@t ¼ � qin � rT 4
� �

Aþ h Tg � T
� �

A ð4Þ

with V the thermocouple volume, A the thermocouple area, � the thermocouple

emissivity and qin ¼ r
s�n< 0

I r; sð Þs � ndX the incident radiative flux. The simulated

gas temperatures are corrected by (4) and then compared with the experimental

temperature.
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The simulation was performed by 96 processors on a Bullx DLC server with

4 9 24 core Intel Haswell-EP Xeon 12-Core E5-2690 V3 2.6 GHz. Four days are

necessary to achieve the simulation of 50 min of fire.

3.3. Comparison Between Experimentation and Simulation

This part addresses the comparison between the numerical and experimental

results in the air of the quarry. The average error on a variable v will be estimated

by er ¼
vexp�vsimuj j

vexp
as long as this information is meaningful.

The locations of each tree are detailed in Fig. 2. For each tree of thermocou-

ples, one graph compares the experimental and simulation results for all the ther-

mocouples. On the right of each graph, the vertical locations of the thermocouples

are detailed. Each of them corresponds to a different colour in the graphs.

The results for tree T1 are shown in Fig. 4. A significant separation between the

cold and hot layers takes place during most of the combustion. The formation of

two distinct layers is usual in open geometries [8]. In the hot layer, the tempera-

ture is accurately described because it remains in the good order of magnitude

until the end of the combustion (er ¼ 17%). The largest difference occurs between

15 min and 30 min after ignition, with local differences of 100�C. Regarding the

cold layer, the simulation gives consistent temperatures until 30 min after ignition.

Then, the thermocouple seems to measure the temperature of the hot layer

because of its thickening. However, in the simulation, the cold layer still sur-

rounds T1_2 until the end of the combustion. This difference could have manifold

geometric origins: the photogrammetry process (laser inaccuracies), resolution,

mesh and thermocouple positions. Then, the comparison between the measure-

ments and simulation results may be made at different vertical locations due to

Figure 4. On the left: numerical and experimental temperatures at
tree T1. On the right: vertical thermocouple locations (in cm).
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these uncertainties. Because the limit between the layers is home to strong temper-

ature gradients, a gap of a few centimetres could lead to very different tempera-

tures. In addition, the type-K thermocouples present uncertainties: ± 2�C for

weak temperatures and< 5�C in the hot layer.

Note that deviations of tens of percent are quite common in fire simulations

due to the complex physico-chemical phenomena. For instance, the difference

between the experiments and simulations focused on flames is often superior to

20% [44–46]. Other simulations of flames interacting with a wall or ceiling also

lead to substantial gaps up to 40% [47, 48]. Therefore, the simulation presented in

this paper, on a larger scale, is reliable around T1.

Figure 5 shows the comparisons for tree T2. At the same height, the gases are

broadly warmer around tree T2 than tree T1. The gases around T2_2 are 10%

hotter than those around T1_1 between 10 and 50 min (without the transition

phase). The same gap is observed between the gas temperatures at T2_4 and T1_2

between 10 min and 30 min. Because T1 is supplied by outside fresh air before T2

(Fig. 2), the second tree measures gases hotter than T1; thus, the temperature

remains higher.

The simulation reproduces the temperature homogeneity of the hot layer since

the temperatures at T2_1 and T2_2 (Fig. 5) are very similar. The average errors

are both inferior to 22%. The thermocouple T2_3 does not allow comparison

because it remains between both layers during most of the combustion. Therefore,

the temperature gradient is very high in this area and a few centimetres can

greatly modify the measurement. Then, a good fit between the experiment and

simulation cannot be expected. For the last three thermocouples in the cold layer,

the same conclusion as the one for tree T1 can be made. At the end of the fire, no

clear distinction between two layers can be defined and the vertical temperature

Figure 5. On the left: numerical and experimental temperatures at
tree T2. On the right: vertical thermocouple locations (in cm).
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gradient appears less strong than in the simulation. The obstruction of the gas cir-

culation by the back wall may explain this experimental observation. Cooper [49],

who studied ceiling jet-driven wall flows, detailed the process leading the gases

from the hot layer to the cold one. This mechanism necessarily happens at the

back wall due to its proximity to the fire. Based on the hypothesis of an exclusive

horizontal velocity (Sect. 3.1), the simulation cannot reproduce such an effect, so

it underestimates the temperatures of the three lowest thermocouples.

Figure 6 shows the results for tree T3. The simulation again provides a homo-

geneous temperature in the hot layer and the simulated hot layer temperature is

satisfactory. Similar to tree T1, the simulated temperature is too weak between

15 min and 30 min. However, the gap remains acceptable since the average errors

are er ¼ 21% and er ¼ 26% for T3_1 and T3_2, respectively. Contrary to the simu-

lation, the hot layer reaches thermocouple T3_3 after 30 min. However, the simu-

lation was very close to the experiment during the first 30 min. Moreover, the

experimental temperature at T3_4 reaches the simulated temperature at T3_3.

Then, at the end of the combustion, the hot layer at T3 in the simulation seems to

be thinner than the experimental one. This could explain why the experimental

temperatures are always superior to the simulated ones.

Figure 7 displays the results for tree T4. Experimentally, a large gap exists

between the measured temperatures at T4_1 and T4_2. This gap is different from

that of tree T3 despite the same vertical distance between the corresponding ther-

mocouples. However, T4 is further than T3 from the fire, and according to the

measurements, the hot layer is thinner at T4 than at T3. This observation results

from the ceiling height which depends on the location in the quarry. Because the

borderline between both layers must be nearly at the same height in the second

gallery, the hot layer is thinner (as well as the cold layer) at T4 than at T3. In the

Figure 6. On the left: numerical and experimental temperatures at
tree T3. On the right: vertical thermocouple locations (in cm).
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simulation, the hot layer is slightly thicker than the experimental one for at least

the first 30 min. Indeed, the measured temperature at T4_2 reaches the simulated

temperature T4_2 only after half an hour. The difference between the experimen-

tation and simulation for the higher thermocouple temperature could result from

the thickness of the layer. Because the hot layer is thicker in the simulation, the

energy is less concentrated and the temperature is lower than if the layer was thin-

ner. The hot layer temperature error averages 30%, but the difference is greater

during the first half of the combustion. Note that the overestimation of the hot

layer thickness could stem from the temperature boundary conditions. The heat

transfer to walls is estimated by the model described in Sect. 3.2.2. This model is

based on the observations of the thermal impacts after the experiment

(Sect. 4.4.1). However, this model could inaccurately describe the heat transfer far

from the fire, where the ceiling jet-driven wall flows process does not occur

strongly. Then, the wall temperatures in the hot layer could be amplified by the

simulation from tree T4 to the entrance to the cavity. This deviation could lead to

a thicker hot layer. Moreover, the vaporization of water may be inaccurate

because this phenomenon is difficult to evaluate. Then, the simulation could

underestimate the energy required by the vaporization and overestimate the sur-

face temperature. As regards the cold layer, the simulation provides satisfying

temperatures.

Similarly, Fig. 8, which shows the results at tree T5, reveals a hot layer that is

too thick in the simulation and an overestimation of the temperature until the

end. Close to the entrance, the homogeneity of the hot layer temperature can be

disputed since the simulation underestimates the hot layer temperature at the pre-

vious trees, which is contradictory. In the experiment, the temperature should be

higher closer to the ceiling and the simulated temperature could be in agreement

Figure 7. On the left: numerical and experimental temperatures at
tree T4. On the right: vertical thermocouple locations (in cm).
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with a measurement very near the ceiling. However, during the experiment, the

hot layer thickens and the measured temperature at T5_1 ends up catching the

simulation. The explanation about the heat transfer to the walls detailed previ-

ously could apply to the temperature gap. The simulated temperature in the cold

layer is slightly affected by the fire, in contrast to that in the experiment. The tem-

perature remains below 50�C in the simulation. The measurements report that the

incoming air is still at approximately 10�C at T5_2. The difference may derive

from a rough assessment of the inflow rate since the hot layer is too thick. The

error is not prohibitive in this study because 50�C is generally not dangerous for

humans. The danger could appear under saturated air which was not the case in

the simulation due to the gas circulation with the outside air. This matter is essen-

tial for applying the model to the Chauvet–Pont d’Arc Cave.

Finally, Fig. 9 describes the temperature at the entrance of the quarry. The tem-

perature just below the ceiling is simulated correctly and the error remains very

low until the end of the combustion (er < 24%). The gap is higher for thermocou-

ple T6_2. Actually, the hot layer becomes even thinner where the gases are evacu-

ated. Not only is the hot layer too thick in the simulation, but it is not thinner at

the exit. Consequently, the temperatures in the upper part are overestimated. This

inaccuracy affects the results of the thermocouples T6_2, T6_3 and perhaps T6_4.

On the floor, the incoming air remains at approximately 10�C in the simulation,

as expected (er < 12%).

The gas concentrations are analysed at locations T4_1 and T5_1. Figure 10 dis-

plays the comparison at T4_1 for dioxygen, carbon monoxide and carbon dioxide.

Ne that the measurement uncertainty remains inferior to 1% for this kind of sen-

sor. The simulated orders of magnitude for the three gases are consistent with the

experimentation. The trends are well described until the end for carbon dioxide

Figure 8. On the left: numerical and experimental temperatures at
tree T5. On the right: vertical thermocouple locations (in cm).
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and dioxygen despite a little drop after 40 min which does not occur experimen-

tally. The simulation yields satisfactory concentrations for carbon monoxide for

35 min. Then, the concentration oscillates greatly. The average of these oscilla-

tions slightly overestimates the experimental carbon monoxide concentration. On

average, the errors remain satisfactory for this kind of simulation: er;O2
¼ 7% and

er;CO2
� er;CO � 30%. The source of errors is probably the same as the one dis-

Figure 9. On the left: numerical and experimental temperatures at
tree T6. On the right: vertical thermocouple locations (in cm).

Figure 10. Numerical and experimental gas concentrations
(dioxygen, carbon monoxide and carbon dioxide) at C1 (Fig. 2).
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cussed for the temperature at T4_1. In addition, the relative error between the

simulation and experiment is the same for the temperature and gas concentrations

of CO2 and CO.

Figure 11 provides the comparison of the gas concentrations at T5_1. All the

numerical concentrations are subject to strong variations during the first 20 min,

which do not occur experimentally. These differences are due to the thickness of

the hot layer, as previously demonstrated for tree T5. The hot layer is thicker in

the simulation and the location T5_1 remains in the hot gases throughout the

combustion. The possible sources of the deviation were detailed with the tempera-

ture comparison of tree T5. Experimentally, T5_1 remains in fresh air for several

minutes. However, 20 min after ignition, the concentrations come close to the

experimental ones. Then, the same conclusions as for the concentrations at T4_1

can be drawn. There is little overestimation of the simulated carbon monoxide

after 35 min. A small drop exists for dioxygen after 40 min, while carbon dioxide

is simulated aptly. The simulation underestimates the dioxygen concentration by

approximately 10%. Without accounting for the first 20 min, CO2 is overesti-

mated by more than 40% and CO by 36%.

Figure 12 compares particle concentrations at two points, PPS1 and PPS2

(Fig. 2). The simulated soot concentration at PPS1 is accurate until the end of the

combustion (er ¼ 27%). A peak occurs just after ignition due to the crossing of

water vapor initially contained in wood. PPS2 is a fringe location, so the water

vapor at the sensor is low. The simulation overestimates the soot concentration

until the end of the simulation and the error increases as the combustion pro-

gresses (er ¼ 88%). The position of the Pegasor Particle Sensor could explain such

a difference between simulation and experimentation. Because the hot layer is

overestimated in the simulation, the sensor is not in the lower part of the hot

layer, contrary to the observation. Therefore, the simulation leads to inaccuracies

Figure 11. Numerical and experimental gas concentrations
(dioxygen, carbon monoxide and carbon dioxide) at C2 (Fig. 2).
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at this point. The temperature boundary conditions should then increase the

inconsistency in the soot concentration, as described above.

The velocities of gases in the hot and cold layers at the entrance of the quarry

are plotted in Fig. 13. The hot layer velocity and the global trend are simulated

correctly. Ignoring the first 5 min, since the sensor fails to measure in this time

interval, the average error is 29%. Because of the mistake in terms of the thick-

ness of the hot layer, the mass conservation requires a smaller velocity in the sim-

ulation than in the experiment. This leads to an underestimation of the velocity of

Figure 12. Numerical and experimental soot concentrations at S1
and S2 (Fig. 2).

Figure 13. On the left: numerical and experimental velocities at tree
T7. On the right: vertical probe locations (in cm).
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gases in the cold layer (er ¼ 37%) for the same reason. Nonetheless, this velocity

remains consistent within an order of magnitude during the beginning of the fire.

Note that the uncertainties in the data cannot explain the entire gap. The uncer-

tainty of the McCaffrey probe (in the hot layer) is slightly affected by its orienta-

tion [50] (< 10%) while the ultrasonic anemometer (in the cold layer) is accurate

to within 0.05 m s-1.

Eventually, the simulated soot deposition is compared with the average soot

deposition over the three targets for locations S1 and S2 in Table 1. At S1, the

simulation provides an appropriate mass since the error is approximately 15%.

However, the simulation widely yields an underestimation of the soot mass at S2.

In addition, the soot concentration was overestimated by the simulation. Then, an

overestimation of the soot deposit at S2 was expected, rather than an underesti-

mation. At first sight, this simulation seems to fail to calculate the mass of the

soot deposited on the walls. However, the standard deviation over the three fires

is approximately 1 mg for both locations. Then, the measurements of the soot

deposits are also inaccurate and the comparison with the simulation can only be

made in terms of the order of magnitude of the deposited mass. From this per-

spective, the simulation leads to masses that are similar to those in the experiment

(more or less than 1 mg), despite a coarse grid at the boundary. The grid size

indeed greatly affects the amount of deposited soot, as shown by Overholt et al.

[51]. A better refinement and a wall-resolved large eddy simulation or a direct

numerical simulation would have been necessary to accurately simulate the soot

quantity.

4. Thermo-mechanical Coupling

This section describes the heat diffusion and mechanical stresses in the quarry

walls. First, the thermal marks resulting from the fire impact are detailed. Second,

the modelling is briefly discussed. Third, the coupling between Cast3m [25] and

OpenFOAM [23] and the transfer of data between them are described [52]. Last,

the observations are compared with the simulation.

4.1. Effects of Temperature on Limestone Walls

4.1.1. High-Temperature Chemical Reaction Characterization The fires can affect

limestone walls thermally through chemical reactions. The first reaction changes

Table 1

Numerical and Experimental Soot Deposit at S1 and S2

Locations

Simulation

(mg)

Experiment (fire 2)

(mg)

Experiment (average)

(mg)

Experiment (SD)

(mg)

S1 0.72 0.84 1.38 1.05

S2 0.54 3.09 2.12 1.03

The average and the standard deviation are calculated over the three fires
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the rock colour to red by iron oxide release. This chemical process, called rubifica-

tion, involves a transformation of goethite to haematite [53, 54]. Experimental

observations showed that rubification becomes apparent after heating at 250�C for

10 min [55]. In the simulation, this criterion will specify the rubification threshold.

The second reaction makes limestone grey at higher temperatures [56, 57]. Labo-

ratory tests on Rupelian limestone showed that maintaining 450�C for 10 min is

required for this colour change.

4.1.2. Spalling The low thermal diffusivity of limestone yields high temperature

gradients in the quarry walls during a fire. These temperature gradients produce

high stresses in the rock through dilatation differences. This process leads to buck-

ling ejection of limestone from the walls [58]. This detachment, called spalling,

could also derive from pore pressure changes due to the vaporization of water.

This investigation assesses the areas likely to spall due to excessive temperature

gradients and the thermo-hydric processes are not discussed.

4.2. Modelling

The thermo-mechanical behaviour is managed by Cast3m [25]. This finite element

software first solves the heat diffusion problem (with the Fourier law) and then

solves the mechanical problem (small deformation theory) for each time step. The

limestone is considered thermo-elastic in addition to thermally and mechanically

isotropic. A 2D approach is chosen because a 3D simulation would be time-con-

suming. The plane deformation hypothesis is applied to 2D geometries corre-

sponding to sections of the 3D geometry.

The properties of Rupelian limestone depend on the temperature. The thermal

and mechanical properties of Rupelian limestone are summarized in Tables 2 and

3, respectively [20].

4.3. Coupling Between Cast3m and OpenFOAM

The modelling of the impacts of fire on walls requires that a weak coupling

between OpenFOAM and Cast3m be set up. The Python code is provided online

[52]. The wall temperatures from OpenFOAM are used in Cast3m as boundary

conditions. The impact of wall heating on the combustion progress is not consid-

ered in this coupling to save time. However, OpenFOAM accounts for the

increasing temperature of the walls during the fire through Eq. (3) and the resolu-

tion of the 1D heat equation for all the boundary faces (Sect. 3.2.2).

Table 2

Thermal Properties of Rupelian Limestone According to Temperature

Temperature (�C) 20 95 100 120 200 300 400 500

Thermal conductivity (W m-1 K-1) 0.74 0.55 0.54 0.52 0.43 0.37 0.31 0.25

Density (kg m-3) 1675 1675 1675 1670 1660 1635 1565 1520

Specific heat (J kg-1 K-1) 669 1266 7232 7232 1446 1600 1700 1850
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Regarding the mesh, a 2D cutaway of the OpenFOAM mesh is created and

only the boundary surface intersected by the cutting plan is kept (Fig. 14). Then,

a contour composed of the boundary surface and straight lines is designed in

order for the surface inside the contour to correspond to the rock mass (Fig. 15a).

Figure 14. Sequences for the extraction of the intersection between
the geometry and the cutting plane. Only the interesting part of the
intersection is maintained.

Table 3

Mechanical Properties of Rupelian Limestone According to
Temperature

Temperature (�C) 20 250 600 800

Modulus of elasticity (GPa) 2.5 2 2 1e-3

Poisson’s ratio 0.3 0.3 0.3 0.3

Coefficient of thermal expansion (K-1) 2.10e-6 1.6e-5 1.6e-5 1.6e-5

Figure 15. a The contour consists of the remaining part of the quarry
and additional straight lines. b Mesh of the surface inside the contour
performed by GMSH [59].
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Because a mechanical investigation is conducted, right angles are prohibited.

The cartesian mesh requires smoothing. The smoothing algorithm (Fig. 16) is

itemised as follows:

� Smoothing occurs if an angle is greater than 80�.

� Two midpoints are created between A and B and between B and C.

� A third point E is introduced as described in Fig. 16. Trigonometry gives

� a ¼ 154� and b ¼ 218�.

Eventually, GMSH [59] achieves the mesh according to the user preferences for

refinement (Fig. 15b). The study demands high refinement at walls because colour

change processes often occur within only the first few millimetres. Then, the first

cell size of the mesh in Fig. 15b is approximately 0.2 mm.

A custom Python code manages all these procedures automatically. Another

Python program handles the transfer of the boundary temperatures. For each

boundary line in the 2D mesh, the program looks for the nearest boundary face in

the 3D mesh and imposes the corresponding temperature on the boundary line.

Both Python programs constitute the coupling between OpenFOAM and Cast3m.

They are freely available on GitHub [52].

A Neumann boundary condition (no temperature gradient) is imposed on the

straight lines. The displacement is free at the wall surface but is set to zero for the

straight lines to account for the remaining rock outside the simulated geometry.

The self-weight of the rock is not considered.

4.4. Comparison Between Experimentation and Simulation

In the following section, right and left correspond to directions relative to a per-

son with their back to the entrance (Fig. 17).

4.4.1. Colour Changes and Soot Deposit According to the criteria, the colour

changes are linked to the surface temperature only. Therefore, the comparison

between observations and simulations of color changes can be completed with the

OpenFOAM simulation only. Figures 18 and 19 display this comparison in addi-

Figure 16. Smoothing process of a right angle (ABC). Three points
(D, E and F) are created and the former path (ABC) becomes (ADEFC).
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tion to that on the comparison of the soot deposits. Experimentally, rubification

extends up to 2.60 metres from the fire centreline, and the upper part of the walls

are fully rubified. The borderlines of the rubification and soot deposit are very

close on the three walls. The ceiling is covered by soot from the fireplace to the

entrance, so the borderlines do not correspond. The grey area with a 1.5 m diame-

ter in Fig. 19a is centred above the fire and no such alteration occurs on the walls.

Figure 17. Conventional names of each wall and stress point
locations in both mechanical simulations.

Figure 18. Comparison between the experiment and simulation for
the left and right walls. Red corresponds to rubification, dark grey to
soot deposition and green to spalling. a Experimental left wall. b
Simulated left wall. c Experimental right wall. d Simulated right wall
(Color figure online).
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OpenFOAM provides a satisfactory expansion of the rubification at every wall

and the ceiling. The borderlines are very similar to the experimental ones. The

impact on the ceiling is also consistent with the observations. This agreement

means that the heat transfer modelling close to the fire is rather accurate. For

instance, the ceiling above the hearth received between 10 kWm�2 and 20 kWm�2

10 min after ignition. These values seem to be in a reasonable range for such a

fire. The simulated grey area is, however, located closer to the left wall, whereas

the experimental geay zone is actually centred. According to Figs. 4 and 5, it is

warmer on the left than on the right, so the displacement of the grey alteration

appears relevant. The difference could stem from observational uncertainties due

to the difficulty of visual surveying because of soot cover. The flame structure

could also explain the offset. The tepee shape of the wood hearth may have a cen-

tring function during the experiment, which does not exist in the simulation. The

simulated deposition of soot agrees with the experimentation since both numerical

and experimental soot deposit limits match. The soot deposits are not presented in

Fig. 19a, b because the ceiling is fully covered by soot in both cases.

Figure 19. Comparison between the experiment and simulation for
the back wall and ceiling. Red corresponds to rubification, light grey
to grey color, dark grey to soot deposition and green to spalling. a
Experimental back wall. b Simulated back wall. c Experimental
ceiling. d Simulated ceiling (Color figure online).
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The corners between the ceiling and walls are not rubified in the simulation,

which is not consistent with the experimental result. Instead, the observations dis-

play rubification near the corners and nothing very near them. The zone without

alteration in the experimentation is then smaller than the corresponding simulated

zone. Actually, the grid size does not allow the simulation of the convective trans-

port until these corners. A finer mesh in the corners would be necessary to

account for this effect.

The vertical spread of rubification on walls is underestimated by the simulation.

This disagreement is consistent with the results of the prior section about the hot

layer thickness. In the fire zone, the numerical hot layer is thinner, so a larger part

of the walls remains unaffected.

4.4.2. Spalling Two simulations are performed in the planes xOz (Fig. 20) and

yOz (Fig. 21), where O is the centre of the hearth. Because spalling is a buckling

process, the study focuses on compressive stresses along the walls. According to

measurements on Rupelian samples [20], the compressive strength of this lime-

stone is approximately 1.96 MPa at 20�C and 2.33 MPa at 300�C. Thus, every

area in dark blue in Figs. 20 and 21 is beyond the strength threshold and likely to

spall. The risk of spalling remains important from the fireplace to the intersection

between the galleries. Nonetheless, the spalling depth is higher above the fire

because the compressive stress can reach the compressive strength up to 3 cm

from the surface.

An analysis of the compressive stresses in the quarry walls during the fire is

conducted for several points in both planes (Fig. 17). Three depths are considered:

the surface (0.2 mm), 1 cm and 3 cm (Figs. 22, 23, 24).

Since the limestone in the first millimeter from the surface of the ceiling is very

warm, the surface compressive stress is much higher than the compressive strength

(approximately 2 MPa for this temperature range) at all the locations. Mechanical

stresses then explain the great number of superficial spallings (a few millimetres).

One centimetre within limestone, the compressive stress also exceeds the fracture

threshold in most of the ceiling, until location F0 (Fig. 24). After this location,

Figure 20. Compressive stresses (rxx) computed by 2D simulations in
the quarry walls 45 min after ignition. The simulation is performed
with Cast3m in the plane xOz (O is the centre of the fire).
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Figure 21. Compressive stresses (ryy) computed by 2D simulations in
the quarry walls 45 min after ignition. The simulation is performed
with Cast3m in the plane yOz.

Figure 22. Evolution of the compressive stresses (rxx) in the quarry
walls (surface, 1 cm and 3 cm deep) during the fire. The locations from
A to C are defined in Fig. 17.

Figure 23. Evolution of the compressive stresses (ryy ) in the quarry
walls (surface, 1 cm and 3 cm deep) during the fire. The locations from
A0 to C0 are defined in Fig. 17.
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superficial spallings can still occur because the stresses remain high in the first cen-

timetre. Three centimetres deep in rock, the compressive stresses remain weak and

less than the compressive strength except just behind the fire. The curve relating

to location B0 in Fig. 23 indeed displays a stress greater than 4 MPa. The thermo-

mechanical impact is more significant near this region because of the proximity to

the fire and the strong containment at the back of the quarry.

Figure 22 reveals that the left side is much more impacted than the right side.

This result is consistent with the offset to the left of the grey area (Fig. 19b) and

the higher temperatures near tree T2 than tree T1 (Figs. 4, 5). The compressive

stresses along X (Fig. 22) are higher just above the fire but not along the Y axis

(Fig. 24). The compressive stresses along Y are higher at 0.5 m from the fire cen-

treline (at B0 and D0). These higher values result from the high gas temperature

gradients around the fire. Since the gases are much colder out of the flame than

within it, the limestone does not expand equally in both regions. Then, the region

outside the flame restrains the expansion of limestone impacted by very hot gases.

High compressive stresses therefore occur at the borderline between these areas.

At B0, this effect is then combined with the confinement. This area is therefore the

most constrained.

According to the mechanical analysis, the spalling probability is thus greater on

the left side and around the flames. Experimentally, spalling occurs mostly to the

left (Fig. 19c) and near the fire. There are few spallings above the fire, which

agrees with the conclusion of the prior analysis. Moreover, spalling experimentally

occurs from the fireplace to the intersection between the galleries and is replicated

by the simulation. However, spalling does not occur behind the fire, even though

the stresses there are the greatest. This discrepancy might be explained by the for-

mation of a crack, as indicated in Fig. 19a, which could allow the release of

enough energy to avoid spallings.

Figure 24. Evolution of the compressive stresses (ryy ) in the quarry
walls (surface, 1 cm and 3 cm deep) during the fire. The locations from
D0 to F0 are defined in Fig. 17.
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5. Conclusion

The thermal marks discovered on the walls of the Chauvet–Pont d’Arc Cave raise

archaeological questions about the intensities and functions of such fires made

deep in the cavity. To provide answers for the archaeological community, an

investigation is conducted to evaluate the characteristics of the fires that may have

caused these alterations. In this context, an experiment consisting of three identi-

cal fires is achieved over 3 days inside a former underground limestone quarry.

This project aims to experimentally reproduce thermal marks similar to those in

the Chauvet–Pont d’Arc Cave and acquire experimental data to validate a numeri-

cal model.

This article validates the results of the numerical model with the experimental

data and observations. The comparison involves temperatures, gas and particle

concentrations, velocities, soot deposition and thermal marks. The observations

include the changes in the colour of the limestone due to high-temperature chemi-

cal reactions and spallings.

To model all the phenomena, a numerical coupling between OpenFOAM and

Cast3m is set up. OpenFOAM allows the simulation of combustion and gas circu-

lation, while Cast3m manages the thermo-mechanical matter in the rock mass.

The coupling between these two programs consists of two Python scripts that

ensure the transition from the 3D geometry of the quarry to the 2D geometry of

rock mass sections.

The numerical modelling gives results that are in agreement with the experiment

despite small discrepancies, which are usual for this kind of complex simulation.

Overall, OpenFOAM provides a consistent description of the environment inside

the quarry. However, the hot layer remains difficult to evaluate by the model and

some errors can jeopardize the simulated temperatures. Likewise, the gas and par-

ticle concentrations suffer from errors in the evaluation of the hot layer thickness.

The thermal impacts are also well reproduced by the simulation because the extent

of the colour changes broadly agrees with the observations. Only the expansion of

rubification is faintly underestimated on the vertical walls. Moreover, the numeri-

cal deposition of soot matches the visual surveys, even if the amount of particles

is uncertain. Finally, the spalling distribution conforms to the trends computed by

the thermomechanical study.

Previous works [22] and the present article constitute the numerical model that

will be used for the simulations in the geometry of the Chauvet–Pont d’Arc Cave.

This model will enable the simulation of several fire scenarios and provide the

most likely characteristics of the fires that caused the thermal marks. More gener-

ally, the numerical coupling could be applied to other issues where the interaction

between fires and the surrounding solid structures is critical (tunnels, mines, build-

ings, etc.). This simulation can indeed predict mechanical damage according to the

power of the fire. This work can thus be applied to post-fire analysis when only

the mechanical damage and soot deposition are available to assess the characteris-

tics of a fire.
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