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Abstract—In this paper, we describe the validation of the
modeling of a power amplifier. The model used is a memory
polynomial model. We propose a method of identification in the
frequency domain, from characteristic points (in amplitude and
in phase) which are the fundamental and the inter-modulation
tones. We then describe the realization of a test-bench suitable
for the validation of this model.

Index Terms—Power Amplifier, Characterization, Modeling,
Test-bench

I. INTRODUCTION

The PA is a component electronically limited by two
phenomenons, non-linearity, and memory effect. These two
phenomenons degrade the output signal. In the frequency
domain, these distortions are characterized by spurious tones
on the spectrum of the amplified signal. The objective of
power amplifier behavioral modeling is to model the distortion
induced by amplification, in order to correct it, to linearize
the component. This correction can be performed for example
by pre-distortion or post-distortion techniques [1]–[3].

The issues with behavioral modeling are therefore multiple.
First of all, it is necessary to accurately reproduce the behavior
of the PA. There is therefore a first criterion of accuracy.
Secondly, there is a criterion of computational complexity,
relying in the number of coefficients needed. In general, the
more accurate a model is, the larger the number of coefficients
it requires. Finally, with all behavioral models, the question
of identifying the parameters arises.

In the literature, a certain number of works are based on
the method of least squares (LS) [4] for the model inversion.
Derived adaptive methods such as least mean squares (LMS)
or recursive least squares (RLS) methods, can be found [5].
In this paper, we propose a method of identifying parameters
based on the observation in the frequency domain of charac-
teristic points of the signal at the input of the PA, the reference
signal, and of the signal at the output of the PA, the distorted
signal.

This identification method presents linear computational
complexity with the number of parameters to be estimated.
It is therefore interesting compared to traditional inversion
methods based on least squares, quadratic computational
according to the number of parameters. This method, on
the other hand, is only suitable for a characterization or
foreground calibration context, where the input signal is

known and where the characteristic points of the spectrum
allowing the identification of the model are therefore known.

This paper is structured around four parts. In the first
one, the model used is developed as well as the proposed
identification method. Subsequently, a test bench is carried
out in order to validate the model. The following two parts
thus deal with the means of measurement and the constraints
associated with this test bench, then with the characterization
and measurements carried out with the PA. The last part
finally deals with the validation of the model.

II. MODEL

Several behavioral models exist, allowing the reproduction
of non-linear behavior as well as memory effects. The most
comprehensive one is the Volterra model [6], [7], and a
significant part of the literature deals with the simplification of
this model [8]. Mention may in particular be made of the mod-
els of Wiener, Hammerstein [9]–[11], Wiener-Hammerstein
[3], memory polynomial [12], [13], or generalized memory
polynomial [14]. Our approach is based on the memory
polynomial model, for reasons of complexity and accuracy
[8], but also because the structure of this model allows the
design of the proposed identification method, as will be seen
further.

A. Model presentation

This model, linking the analytical form of the entry signal
z to the output signal s is given by,

sn =

p∑
k=0

∑
m

h(k)
m zn−m |zn−m|2k (1)

with p the order of the polynomial expression of the model,
translating the order of non-linearities, and m the memory
depth of the model. In our approach, we are only interested
in close-carrier non-linearities, being the inter-modulation
products. It implies that only odd orders of non-linearities,
hence the 2k exponent on the squared module, appear in the
expression.

h(k) can be interpreted as filter impulse responses, one for
each degree of non-linearity. These filters are responsible for
the modeling of memory effect. Indeed, in the presence of
a sinusoidal signal, its temporal periodicity, and therefore its
redundancy, makes it possible to consider that memory effect



linking each sample to their past samples, is translated to the
samples of its neighborhood.

The model was chosen first of all because of its ability
to emphasize non-linearity and memory effects with low
computational cost. Secondly and more importantly, it was
chosen due its structure separated between non-linearity and
memory effect. It indeed consists in the cascade of blocks,
of polynomial non-linearity without memory effect, and then
with linear filtering (cf. Fig. 1). This structure makes it
possible to design this identification method.

Fig. 1: Memory-polynomial model

In the frequency domain, equation (1) becomes,

s = z

p∑
k=0

H(k) |z|2k (2)

with H(k) the frequency responses of our filters.
We will be interested here in the modeling of the gain of

the power amplifier under test (frequency response H(0)), as
well as the inter-modulation products of orders 3, 5 and 7
(IMD3, IMD5 and IMD7). These correspond respectively to
H(1), H(2) and H(3) frequency responses.

In this case the previous equation is then simplified to

s = z

3∑
k=0

H(k) |z|2k (3)

B. Model development

The power amplifier (PA) modeling is therefore done by
determining the frequency responses H . To do this, we needed
to carry out a series of measurements at different frequencies
and at different levels.

In order to bring-up the inter-modulation spurs, the identi-
fication will be performed on two-tone analytical signal z of
the form,

z(t) = a1e
jω1t + a2e

jω2t (4)

with ω1 and ω2 the pulsations of the two tones of respective
frequencies f1 and f2 (ωi = 2πfi), and a1 and a2 the complex
coefficients reflecting the amplitude and the phase of the
associated tones.

From equations (3) and (4), the model linking input z(t)
to output s(t) is given by


z(t) = aejϕ−ejω1t + aejϕ+ejω2t

s(t) = H0−e
jω1t +H0+e

jω2t

+ H1−e
j(2ω1−ω2)t +H1+e

j(2ω2−ω1)t

+ H2−e
j(3ω1−2ω2)t +H2+e

j(3ω2−2ω1)t

+ H3−e
j(4ω1−3ω2)t +H3+e

j(4ω2−3ω1)t

(5)

with a1 = aejϕ− and a2 = aejϕ+ , assuming that both tones
are emitted at the same level, and Hi± expressed as follows:

H0− = ejϕ−
[
H(0)a+H(1)3a3 +H(2)10a5 +H(3)35a7

]
H0+ = ejϕ+

[
H(0)a+H(1)3a3 +H(2)10a5 +H(3)35a7

]
H1− = ej(2ϕ−−ϕ+)

[
H(1)a3 +H(2)5a5 +H(3)21a7

]
H1+ = ej(2ϕ+−ϕ−)

[
H(1)a3 +H(2)5a5 +H(3)21a7

]
H2− = ej(3ϕ−−2ϕ+)

[
H(2)a5 +H(3)7a7

]
H2+ = ej(3ϕ+−2ϕ−)

[
H(2)a5 +H(3)7a7

]
H3− = ej(4ϕ−−3ϕ+)H(3)a7

H3+ = ej(4ϕ+−3ϕ−)H(3)a7

C. Model identification
In order to construct the frequency responses H(0), H(1),

H(2), and H(3), of the filters modeling the amplifier, the
coefficients a, ϕ−, and ϕ+ are deduced from the Fourier
transform of the reference signal, and the coefficients Hk±,
from the Fourier transform of the distorted signal. This means
that two FFT have to be computed, one for the signal at the
input of the PA, and one for the signal at its output.

The frequency responses of the filters of the model are then
given by:

a7H(3) =
1

2

(
H3−e

−j(4ϕ−−3ϕ+) +H3+e
−j(4ϕ+−3ϕ−)

)
a5H(2) =

1

2

(
H2−e

−j(3ϕ−−2ϕ+) +H2+e
−j(3ϕ+−2ϕ−)

)
− 7

2

(
H3−e

−j(4ϕ−−3ϕ+) +H3+e
−j(4ϕ+−3ϕ−)

)
a3H(1) =

1

2

(
H1−e

−j(2ϕ−−ϕ+) +H1+e
−j(2ϕ+−ϕ−)

)
− 5

2

(
H2−e

−j(3ϕ−−2ϕ+) +H2+e
−j(3ϕ+−2ϕ−)

)
+

14

2

(
H3−e

−j(4ϕ−−3ϕ+) +H3+e
−j(4ϕ+−3ϕ−)

)
a7H(0) =

1

2

(
H0−e

−jϕ− +H0+e
−jϕ+

)
− 3

2

(
H1−e

−j(2ϕ−−ϕ+) +H1+e
−j(2ϕ+−ϕ−)

)
+

5

2

(
H2−e

−j(3ϕ−−2ϕ+) +H2+e
−j(3ϕ+−2ϕ−)

)
− 7

2

(
H3−e

−j(4ϕ−−3ϕ+) +H3+e
−j(4ϕ+−3ϕ−)

)
In time domain, modeling filters impulse responses are

finally obtained by IFFT of the frequency responses H(0),



H(1), H(2) and H(3). These filters h(k), k ∈ J0; 3K, allow in
the end to reproduce the behaviour of the amplifier.

III. TEST SETUP

To validate the model presented previously, a test- bench
allowing the simultaneous capture of the signal at the input
of the PA, and the signal at its output, is needed, in order to
be able to compare them. These signals will be referred to
in the following, as respectively the reference signal, and the
distorted signal.

A. Test-bench synoptic

The synoptic diagram of the measuring bench can be
observed in Fig. 2.

The studied PA is in practice made up of several cascade
amplifiers. This chain of amplifiers is designed to operate in
compression phase, where it presents the best performance.
The different levels of attenuation in the assembly were
therefore studied so as to keep the chain in compression, based
on the input powers. These attenuation levels were also chosen
so that the signals arrived with similar powers at the input of
the oscilloscope, in its optimum level range with respect to
its linearity performance (inter-modulation).

A photo of the test-bench thus produced is shown in Fig. 3.
On this picture can be seen at the top left the PA under study
(gray box), above the oscilloscope. On the right two VSGs
from which the two-tones signal were initially generated, can
be observed. Only one of these devices was used in practice.

The Vector Signal Generator (VSG) used here was a
ROHDE & SCHWARZ SMBV100-A, and the oscilloscope was
a KEYSIGHT UXR. It allowed sampling at 4 GHz on 2
channels simultaneously.

B. Signal generation

The two tones used for the evaluation of the amplifier
are generated by a single VSG. A file containing 4 points,
[1, 0,−1, 0], is used to describe a real cosine. This waveform
is generated by the device in baseband. By setting the sam-
pling frequency of this file, the inter-carrier can be controlled.
This is the spacing between the two tones characteristics of a
real cosine in the frequency domain. Let fs be the sampling
frequency of a baseband cosine, this waveform being defined
on 4 points, this signal s(t) is of the form:

s(t) = cos

(
2π

fs
4
t

)
(6)

In the frequency domain, the spectrum of this real cosine
will present two tones at fs

4 and fs
4 . Spacing between these

two tones, the inter-carrier of the two-tones signal, is fs
2 .

The frequency sampling was therefore set to be twice the
desired inter-carrier. This cosine was then modulated and put
on carrier, the center frequency of the two-tone signal. All
these operations were performed on the VSG, controlled from
MATLAB, on the PC.

C. Reduction of measurement noise

It appeared important through measurement phase, to
limit the measurement noise on the identification of inter-
modulation products. The model indeed requires a measure-
ment of the amplitudes of inter-modulation tones order up
to 7. At low input levels, these peaks are quickly hidden by
noise floor, unless the resolution of the Fourier transform is
increased. This can be done by analysing longer acquisitions
with more points, or by limiting the measurement noise by
averaging each measure over a number of coherent acquisi-
tions. In both cases, this means capturing samples on a longer
period of time. However in the second case, this does not
affect processing time on the PC.

Generating the signal from a file describing the baseband
waveform on the VSG, allowed the addition of markers to the
waveform file. These markers formed a second signal, sent to
the oscilloscope, making it possible to trigger acquisitions on
it. This process allowed, as long as the acquisitions made were
coherent, to average them, in order to reduce the measurement
noise, and therefore to improve the accuracy of the modeling.

IV. POWER AMPLIFIER CHARACTERIZATION

The test bench presented above allowed us to carry out a
certain number of measurements, in order to characterize the
PA under test in gain, and in linearity. Each factor was studied
on varying input powers, in a frequency band ranging from a
few MHz to 500 MHz.

A. Measurements

Here are in Fig. 4 an acquisition made in compression
phase, with the presented test-bench. Time and frequency
domain are plotted for the reference signal on top, and the
distorted signal on the bottom.

The frequency resolution is chosen to be equal to the inter-
carrier, to be as small as possible. This constrains time domain
acquisitions to two periods of the inter-carrier frequency.
Finally, the number of averages made to limit measurement-
noise is determined according to a measurement time of 5 ms,
constant across all measurements made, in order to maintain
a constant SNR on the whole study.

The compression effect of the power amplifier can clearly
be seen here, in time domain and in frequency domain. In time
domain, it tends to flatten the waveform at extreme ampli-
tudes. This results in spurious tones amplitudes increasing. A
slight phase shift between the reference and distorted curves
can also be observed. Indeed, although the acquisitions are
simultaneously performed, there is a delay of the order of a
few nanoseconds between the two channels, corresponding to
the signal travel time in the coaxial cables and in the PA. This
delay being constant throughout the whole manipulation, it
will be estimated and corrected in MATLAB while processing.

B. Relative gain and inter-modulation

In Fig. 5a, the relative gain between reference and distorted
signals, measured on the frequency band of interest, can be
observed.



Fig. 2: Synoptic diagram of the measuring bench

Fig. 3: Photo of the measuring bench

Fig. 4: Acquisition performed with the presented test-bench
- Carrier: 100 MHz - Inter-carrier: 5 MHz

Two interesting things can be noticed. The first one is
related to the variation of gain depending on the input power.

The gain is indeed not constant and decreases as the level
increases. This is the phenomenon of compression. Secondly,
gain depends largely on the frequency of the signal, which
justifies the choice of a model highlighting memory effects.

The evolution of inter-modulation products as a function
of level and frequency, across the entire study band, are
presented in Figs. 5b, 5c and 5d.

Inter-modulation products of orders 3, 5 and 7 have high
amplitudes (up to -20 dBc of IMD3 at high entry levels).
This is due among other things to compression and saturation,
strongly non-linear phenomenons, which appear at higher
input powers. In addition, these inter-modulation products
evolve here once again, with the input power, but also with
the frequency.

V. MODEL VALIDATION

From the measurements performed using the presented test-
bench, the frequency responses of the model describing the
behaviour of our amplifier, were computed.

A. Filters obtained

These filters, reflecting the amplitudes of the gain and of the
inter-modulation products of orders 3, 5 and 7, are presented
in Fig. 6. For each response, different curves are plotted for
different inter-carrier values.

It can be observed first that this model is relatively robust to
the variation of the inter-carrier. In addition, a large increase
in the amplitude of the coefficients can be noticed, as the
order of the signal increases. This is due to the fact that, the
higher the order the signal is raised to, the more its values
decrease, the initial signal being between -1 and 1.

B. Model validation

In Fig. 7 the result of the modeling of the relative gain
as a function of the level, on all of the band of frequencies
considered is presented. The result of the modeling of order
3 inter-modulation as a function of the level, on all the
frequency band considered, can also be seen.



(a) Relative gain

(b) Order 3 inter-modulation

(c) Order 5 inter-modulation

(d) Order 7 inter-modulation

Fig. 5: Evolution of measured
relative gain and IMD3-5-7,
across level and frequency

The gain modeling exactly reproduces the behavior ob-
served in Fig. 5a, and the IMD3 modeling, although relatively
inaccurate, follows the measurement trend (Fig. 5b).

This can be explained looking at the system of equations in
section II-C. Indeed, the gain modeling is not only linear with
the input power, but is also polynomial with the contributions

Fig. 6: Frequency responses of the model

of higher orders of non-linearities. Actually, the lower the
order of the response is (order 0 corresponding to the gain),
the more its modeling is faithful to the measurement.

This is why the modeling of non-linearities of orders 5 and
7 are not shown here. Their result is indeed very inaccurate,
since the only utility of these measurements is to contribute
to the accuracy of the modeling of lower orders responses.

(a) Relative gain

(b) Order 3 inter-modulation

Fig. 7: Evolution of modeled
relative gain and IMD3, across

level and frequency

To conclude quantitatively on the accuracy on the model-
ing, the relative deviations between the measures of gain and



IMD3, and their modeled versions, is presented in Fig. 8.
Since these frequency responses were computed for several
input powers, for each frequency, standard deviation is the
result of the averaging of all relative deviations between the
measurements, and their corresponding modeling.

Fig. 8: Relative deviation between measured and modeled
gain and distortion, averaged on every input power

The accuracy of the modeling on the gain seems largely
sufficient here (under −40 dB of relative deviation between
observed and modeled gain) in a context of characterization.
The proposed identification method therefore allows the accu-
rate estimation of the model parameters. The accuracy of the
modeling however deteriorates with the IMD3. The objective
of this model being to reproduce the amplification behavior
(gain) of the PA under test, the model is validated. The inter-
modulation products are once again only there to improve the
precision of the computation of the filter modeling the gain,
allowing its frequency response to be polynomial.

VI. CONCLUSION

In this paper, we proposed an identification method in
the frequency domain, suitable for behavioral modeling of a
PA, by a memory polynomial model. A test-bench was then
presented, that allowed the validation of this model.

The relative difference between the measured gain and its
modeling is below -40 dB, over the entire study band.

The method of identifying the parameters of the model
presented made it possible to construct the frequency response
of the gain of the amplifier as being a polynomial contribution
of its observation, as well as observations of the inter-
modulation products raised to their respective orders. The
gain modeling is therefore all the more precise as there are
contributions from the measurement of the inter-modulation
products, and therefore as the observed order of non-linearity
increases. Observing higher-order non-linearities would also
allow the component’s low-order non-linearities to be accu-
rately modeled.

In-Fine, the limit here relies within computational com-
plexity (the higher the order of non-linearity is, the more
characteristic points there are to evaluate), but above all this
limit is reached at the noise floor level. For components
that have high performance in terms of linearity, it indeed
becomes quite difficult (very long acquisitions) to observe
with accuracy high-order inter-modulation products.
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